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Abstract— Inhomogeneous Airy’s and Generalized Airy’s equations with initial and boundary date are considered in this work. Solutions are obtained for constant and variable forcing functions, and general solutions are expressed in terms of Standard and Generalized Nield-Kuznetsov functions of the first- and second-kinds. Series representations of these functions and their efficient computation methodologies are presented with examples.
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I. INTRODUCTION

Many interesting equations of mathematical physics have their roots in the nineteenth century, and arose then due to their various applications in physics. Their solutions have been expressed in the forms of integral functions, which gave rise to various special functions that we know today.

An example of the said equations is Airy’s differential equations, which continues to receive considerable attention in the literature (cf. [1, 2, 3, 4] and the references therein) due to its various practical applications and theoretical implications. In addition to its direct applicability in the study of optics, fluid flow and electromagnetism, many other differential equations in mathematical physics can be reduced to Airy’s equation by an appropriate change of variables. Its theoretical implications are found in the introduction of other functions that arise when seeking solutions to Airy’s equation, and infinite series analysis of their solutions. Many functions are related to, or are expressible in terms of Airy’s functions (cf. [5, 6, 7] and the references therein). Collectively, these functions contribute to the creation of knowledge in their extensions to large arguments and complex domains of validity, [8], and generalizations of these functions whenever possible and necessary, [9].

Computationally, Airy’s and other related special functions continue to represent a challenge and give rise to the need for
efficient computational algorithms, (cf. [10, 11, 12] and the references therein). In fact, a large number of scientists have devoted the better parts of their careers to provide us with the State-of-the-Art computational methodologies of these special functions (cf. [13, 14, 15, 16, 17] and the references therein).

Although Airy’s equation started out in its homogeneous forms, it is now evident that many applications require this equation in its more general, inhomogeneous form with a forcing function that can be either constant of variable. For instance, Airy’s inhomogeneous equation proved to be a valuable tool in the analysis of flow over porous layers in the presence of a transition layer, wherein Nield and Kuznetsov [18] showed that Brinkman’s equation, which governs the flow in the variable permeability transition layer, can be reduced to Airy’s equation. Abu Zaytoon et.al. [19, 20] provided models of variable permeability porous layers that resulted in reducing the governing equations to the generalized Airy’s equation.

Applications of the inhomogeneous Airy’s equation underscore the fundamental importance of solving initial and boundary value problems, and providing the necessary computational methodologies to evaluate their integral functions. To this end, Nield and Kuznetsov [18] found it convenient to define a new integral function in terms of Airy’s functions and their integrals. This provided a methodology of handling the inhomogeneous Airy’s equation with a constant forcing function.

In systems theory, Airy’s equation and functions arise in connection with Wigner distribution and the establishment of connections between chaotic classical systems and their quantum correspondents (cf. [4] and the references therein). Furthermore, their applications in the theory of elasticity, and in the analysis of Schrodinger equation are well-documented, so are their uses in evaluation of the Franck-Condon factors that arise in connection with the Franck-Condon principle. This principle is used to describe transitions between two electronic states of a molecule, [4]. In cases where variable forcing functions arise in system theory applications, the introduced Nield-Kuznetsov functions will become a viable alternative. At this stage, however, only a few applications that rely on the Nield-Kuznetsov functions have been discussed in the literature.

Properties of this newly introduced integral function have been studied by Hamdan and Kamel, [21, 22], who also introduced an integral function to express the particular solution of Airy’s inhomogeneous equation with a variable forcing function. Integral functions suitable for expressing particular solutions of the generalized Airy’s equation were introduced by Abu Zaytoon et.al. [19, 20], and Alzahrani et.al. [23]. These functions have been analyzed extensively by the same authors (cf. [24, 25, 6, 27, 28, 29, 30, 31]).

The current work stems from our belief that knowledge of equations of mathematical physics, and their associated solutions in the forms of integral and special functions, is an important aspect of modern research. These functions represent our mathematical gems, and their computations are an integral part of our methodologies to expand this knowledge. While it might be true that problems involving Airy’s equation or the generalized Airy’s equation, with or without a forcing function, can be solved numerically or, in some cases, using power series solutions or even Homotopy Perturbation Methods, there are reasons as to why one needs functions such as Airy’s function, Scorer functions, and the Nield-Kuznetsov functions.

These reasons include the fact that knowing the functional form of the solution, its functional components, how the solution depends on these functions, the behaviours of these functions as the parameters change, representations of these functions, their inter-dependence, and the relationships these functions have with other functions, offer us more confidence in our solutions and our robust methodologies. Furthermore, they represent an excellent tool in the transfer of knowledge both inter-discipline and intra-discipline. Suffice it to say that had Sir G.B. Airy obtained an answer to his question rather than a solution in terms of what we now know as Airy’s functions, we would be discussing a different topic of interest here.

Connections that Airy’s functions and the Nield-Kuznetsov functions have with other functions, such as Bessel functions, offers us further insights into behaviours and methods of evaluation of these functions. Furthermore, extensions of applications of these functions, and the design of methodologies that combine solution methodologies obtained using these functions and other techniques, such as numerical approaches, is quite possible. It will not come as a surprise to us if Airy’s functions and the Nield-Kuznetsov functions find their way into grid generation techniques, finite difference methods, or the finite element method. The work of Himeur et.al. [32] discusses, and provides an excellent formulation of a higher order triangular plate finite element using Airy’s functions.

While we feel this is just the tip of the iceberg when it comes to advancing knowledge from homogeneous to inhomogeneous equations, and that there are many other equations to consider, our goal here is to provide this most up to date and comprehensive knowledge of four functions that have been developed over the past decade. Two classes of the Nield-Kuznetsov functions are considered (the Standard and the Generalized Nield-Kuznetsov functions), each of which is of two kinds: the first and second kinds. They cover the two cases of inhomogeneities: a constant forcing function (Nield-Kuznetsov functions of the first kind) and variable forcing functions (Nield-Kuznetsov functions of the second kind). We discuss these functions in connection with initial value and boundary value problems involving both Airy’s equation and the generalized Airy’s equation. Solutions and their series representations and computational procedures are provided in this work. All computations have been carried out using Maple software package.

II. PROBLEM FORMULATION

Consider the following inhomogeneous ordinary differential equations (ODE), known as the generalized Airy’s equation, and introduced by Swanson and Headley [9]:
\[ \frac{d^n y}{dx^n} - x^n y = f(x) \]  

where \( n \) is a positive integer. If \( n=1 \), equation (1) reduces to the inhomogeneous Airy’s equation, namely:

\[ \frac{d^2 y}{dx^2} - xy = f(x) \]  

Initial and boundary conditions associated with equations (1) and (2) are:

**Initial Conditions:**

\[ y(0) = \alpha \]  
\[ \frac{dy}{dx}(0) = \beta \]

where \( \alpha \) and \( \beta \) are known values.

**Boundary Conditions on \([a_1, a_2] \):**

\[ y(a_1) = b_1 \]  
\[ y(a_2) = b_2 \]

where \( b_1 \) and \( b_2 \) are given real numbers.

### III. SOLUTION METHOD

General solutions to (1) and (2) depend on whether or not the forcing function, \( f(x) \), is constant. The following two cases are discussed.

**A. Constant Forcing Function**

When the forcing function is a constant, \( f(x) = \kappa \), general solutions to (1) and (2) are given, respectively, by:

\[ y = c_1 A_\kappa(x) + c_2 B_\kappa(x) - \frac{\pi \kappa}{2 \sqrt{3 \sin (p \pi)}} N_\kappa(x) \]  
\[ y = c_1 A_\kappa(x) + c_2 B_\kappa(x) - \pi \kappa N_\kappa(x) \]

where \( p = \frac{1}{n+2} \) and \( c_1, c_2, c_{1n}, c_{2n} \) are arbitrary constants.

The functions \( N_\kappa(x) \) and \( N_{\kappa}(x) \), appearing in (7) and (8) are, respectively, the Standard and the Generalized Nield-Kuznetsov functions of the first-kind. These functions have been discussed in [21, 33] and are defined as follows:

\[ N_\kappa(x) = A_\kappa(x) \int_0^x B_\kappa(t) \, dt - B_\kappa(x) \int_0^x A_\kappa(t) \, dt \]  
\[ N_{\kappa}(x) = A_{\kappa}(x) \int_0^x B_{\kappa}(t) \, dt - B_{\kappa}(x) \int_0^x A_{\kappa}(t) \, dt \]

First derivatives of (9) and (10) are given, respectively, by

\[ \frac{dN_\kappa(x)}{dx} = \frac{dA_\kappa(x)}{dx} \int_0^x B_\kappa(t) \, dt - \frac{dB_\kappa(x)}{dx} \int_0^x A_\kappa(t) \, dt \]

Equations (9)-(12) give the following values at \( x = 0 \):

\[ N_\kappa(0) = N_{\kappa}(0) = \frac{dN_\kappa(0)}{dx} = \frac{dN_{\kappa}(0)}{dx} = 0 \]

Equations (9)-(12) involve the following functions in their definitions: Airy’s functions of the first- and second-kind, \( A_\kappa(x) \) and \( B_\kappa(x) \), and the generalized Airy’s functions of the first- and second-kind, \( A_{\kappa}(x) \) and \( B_{\kappa}(x) \). Airy’s functions are defined as follows [4]:

\[ A_\kappa(x) = \frac{1}{\pi} \int_0^\infty \cos \left( xt + \frac{x^3}{3} \right) \, dt \]
\[ B_\kappa(x) = \frac{1}{\pi} \int_0^\infty \left[ \sin \left( xt + \frac{x^3}{3} \right) + \exp \left( xt - \frac{x^3}{3} \right) \right] \, dt \]

with the non-zero Wronskian of \( A_\kappa(x) \) and \( B_\kappa(x) \) given by [4]:

\[ \psi \left( A_\kappa(x), B_\kappa(x) \right) = A_\kappa(x) \frac{dB_\kappa(x)}{dx} - B_\kappa(x) \frac{dA_\kappa(x)}{dx} = \frac{1}{\pi} \]

Values of Airy’s functions and their derivatives at \( x = 0 \) are expressed in terms of the gamma function, \( \Gamma(\cdot) \), as:

\[ A_\kappa(0) = \frac{\sqrt{3}}{(2\pi) \Gamma \left( \frac{1}{3} \right)}, \quad B_\kappa(0) = \frac{\sqrt{3}}{(2\pi) \Gamma \left( \frac{1}{3} \right)}, \quad \frac{dA_\kappa(0)}{dx} = \frac{-\sqrt{3}}{(2\pi)^{2/3} \Gamma \left( \frac{1}{3} \right)} \quad \text{and} \quad \frac{dB_\kappa(0)}{dx} = -\frac{\sqrt{3}}{(2\pi)^{2/3} \Gamma \left( \frac{1}{3} \right)} \]

The generalized Airy’s functions were introduced by Swanson and Headley [9], as

\[ A_\kappa(x) = \frac{2\pi}{\pi} \sin(p\pi)(x)^n K_p(\zeta) \]
\[ B_\kappa(x) = (px)^n (1 - I_p(\zeta) + I_p(\zeta)) \]

where \( I_p \) and \( K_p \) are the modified Bessel functions defined as:

\[ I_p(\zeta) = i^{-p} J_p(\zeta) = \sum_{m=0}^{\infty} \frac{1}{m!(m+p+1)} \zeta^{2m+p} \]
\[ K_p(\zeta) = \frac{\pi}{2 \sin(p\pi)} (I_{-p}(\zeta) - I_p(\zeta)) \]

with \( p = \frac{1}{n+2}, \zeta = 2px \), and \( \Gamma(\cdot) \) is the gamma function.

The Wronskian of \( A_\kappa(x) \) and \( B_\kappa(x) \) is given by:

\[ \psi \left( A_\kappa(x), B_\kappa(x) \right) = \frac{\pi}{2 \sin(p\pi)} \]

and the first derivatives of the generalized Airy’s functions are given by [9]:

\[ \frac{dA_\kappa(x)}{dx} = -\frac{2p}{\pi} \sin(p\pi)(x)^{n+1} K_{p-1}(\zeta) \]
When \( n = 1 \) then equation (10) reduces to (9), and the functions \( A_n(x) \) and \( B_n(x) \) of (17) and (18) reduce to the functions \( A_1(x) \) and \( B_1(x) \) of (14) and (15), respectively. The Wronskian in (21) reduces to the Wronskian in (16).

**B. Variable Forcing Function**

When the forcing function is any differentiable function \( f(x) \), general solutions to (1) and (2) are given, respectively, by:

\[(24)\]
\[y = c_1A_n(x) + c_2B_n(x) - \frac{\pi}{2\sqrt{\pi}\sin(p\pi)}K_n(x)\]

\[(25)\]
\[y = c_1A_1(x) + c_2B_1(x) + \pi K_1(x) - \pi f(x)N_1(x)\]

The functions \( K_1(x) \) and \( K_n(x) \) are, respectively, the Standard and Generalized Nield-Kuznetsov functions of the second-kind. These functions have been discussed in [21, 33] and are defined as follows, wherein wherein \( F' \equiv f \), and prime notation denotes ordinary differentiation:

\[(26)\]
\[K_n(x) = f(x)N_n(x) - \left\{A_1(x) \int_0^x f(t)B_1(t) \, dt - B_1(x) \int_0^x f(t)A_1(t) \, dt\right\}\]

\[(27)\]
\[K_n(x) = B_n(x) \int_0^x F(t) \frac{dA_n(t)}{dt} \, dt - A_n(x) \int_0^x F(t) \frac{dB_n(t)}{dt} \, dt\]

Equations (26) and (27) give the following first derivatives, respectively:

\[(28)\]
\[\frac{dK_n(x)}{dx} = f'(x)N_n(x) + f(x) \frac{dN_n(x)}{dx} - \left\{A_1(x) \int_0^x f(t)B_1(t) \, dt - B_1(x) \int_0^x f(t)A_1(t) \, dt\right\}\]

\[(29)\]
\[\frac{dK_1(x)}{dx} = \frac{dA_1(x)}{dx} \int_0^x F(t) \frac{dA_1(t)}{dt} \, dt - \frac{dA_1(x)}{dx} \int_0^x F(t) \frac{dB_1(t)}{dt} \, dt - \frac{\sqrt{\pi}\sin(p\pi)}{\pi} F(x)\]

**IV. COMPUTATIONS OF THE NIELD-KUZNETSOV FUNCTIONS**

In order to solve initial and boundary value problems involving inhomogeneous equations (1) and (2), and to study the behaviour of their solutions, it is imperative to provide computational procedures for their solutions, namely the Nield-Kuznetsov functions of the first- and second-kind. In what follows, we provide the state-of-the-art computational methodologies.

Computing and evaluating \( A_1(x) \), \( B_1(x) \), \( N_1(x) \), and \( N_1'(x) \) and \( K_1(x) \) are based on asymptotic and ascending series representations of Airy’s functions. For large values of \( x \), we rely on asymptotic series for \( A_1(x) \) and \( B_1(x) \), their derivatives and integrals, and for small values of \( x \), we use ascending series representations.

**A. Asymptotic approximations**

The functions \( N_1(x) \), \( K_1(x) \), \( N_1'(x) \), and \( K_1'(x) \) can be expressed using the following asymptotic series approximations, given in [12], wherein \( \mu = \frac{2}{3} x^{3/2} \) and \( \varphi = \frac{2}{3} x^{3/2} \):

\[(30)\]
\[A_1(x) \approx \frac{\exp(-\mu)}{2\sqrt{\pi}x^{3/2}} \left[ 1 + \frac{3}{1!(216\mu)} + \frac{57}{1!(216\mu)^2} + \cdots \right]\]

\[(31)\]
\[B_1(x) \approx \frac{\exp(\mu)}{2\sqrt{\pi}x^{3/2}} \left[ 1 + \frac{3}{1!(216\mu)} + \frac{57}{1!(216\mu)^2} + \cdots \right]\]

\[(32)\]
\[\frac{dA_1(x)}{dx} \approx - \frac{3}{2\sqrt{\pi}} \exp(-\mu) \left[ 1 - \frac{3}{1!(216\mu)} - \frac{57}{1!(216\mu)^2} + \cdots \right]\]

\[(33)\]
\[\frac{dB_1(x)}{dx} \approx \frac{3}{2\sqrt{\pi}} \exp(\mu) \left[ 1 - \frac{3}{1!(216\mu)} - \frac{57}{1!(216\mu)^2} + \cdots \right]\]

\[(34)\]
\[\int_0^x A_1(t) \, dt \approx \frac{1}{3} \frac{\exp(-\mu)}{2\sqrt{\pi}x^{1/2}} \left[ 1 - \frac{41}{48x^2} + \frac{9241}{4608x^3} + \cdots \right]\]

\[(35)\]
\[\int_0^x B_1(t) \, dt \approx \frac{\exp(\mu)}{2\sqrt{\pi}x^{1/2}} \left[ 1 + \frac{41}{48x^2} + \frac{9241}{4608x^3} + \cdots \right]\]

Substituting (30)-(35) in (9) and (11), we obtain:

\[(36)\]
\[N_1(x) \approx \frac{1}{2\pi x} - \frac{1}{3} B_1(x) = \frac{1}{2\pi x} - \frac{\exp(\mu)}{2\sqrt{\pi}x^{1/2}}\]

\[(37)\]
\[\frac{dN_1(x)}{dx} \approx - \frac{1}{2\pi x^{3/2}} - \frac{1}{3} \frac{dB_1(x)}{dx} = - \frac{1}{2\pi x^{3/2}} - \frac{x^{1/4} \exp(\mu)}{2\sqrt{\pi}}\]

For large \( x \), expressions (36) and (37) take the following forms:

\[(38)\]
\[N_1(x) \approx - \frac{1}{3} B_1(x) = - \frac{\exp(\mu)}{2\sqrt{\pi}x^{1/4}}\]

\[(39)\]
\[\frac{dN_1(x)}{dx} \approx - \frac{1}{3} \frac{dB_1(x)}{dx} = - \frac{x^{1/4} \exp(\mu)}{2\sqrt{\pi}}\]

Similarly, the function \( K_1(x) \) and its derivative can be approximated asymptotically by using the above approximations in (26) and (28) to get:

\[(40)\]
\[K_1(x) \approx \frac{\exp(-\mu)}{2\sqrt{\pi}x^{1/4}} \int_0^x \left[ \frac{\exp(\varphi)}{2\sqrt{\pi}x^{1/4}} \right] F(t) \, dt - \frac{\exp(\mu)}{2\sqrt{\pi}x^{1/4}} F(x)\]

\[(41)\]
\[\frac{dK_1(x)}{dx} \approx \frac{f'(x)}{2\pi x} - \frac{x^{1/4} \exp(-\mu)}{2\sqrt{\pi}} \int_0^x \left[ \frac{\exp(\varphi)}{2\sqrt{\pi}x^{1/4}} \right] f(t) \, dt\]
B. Ascending Series Representation

In order to develop ascending series representations for $N_i(x)$, $K_i(x)$, $\frac{d^N_i(x)}{dx}$ and $\frac{dK_i(x)}{dx}$, we employ the ascending series representations of the Airy functions, their derivatives and integrals, reported in [12], using Airy’s atoms, as follows:

\begin{align*}
A_1(x) &= A_1(0)F_1'(x) + \frac{dA_1(0)}{dx}F_2'(x) \\
B_1(x) &= \sqrt{3}A_1(0)F_1'(x) - \sqrt{3}\frac{dA_1(0)}{dx}F_2'(x) \\
\frac{dA_1(x)}{dx} &= A_1(0)F_1''(x) + \frac{dA_1(0)}{dx}F_2''(x) \\
\frac{dA_1(x)}{dx} &= \sqrt{3}A_1(0)F_1''(x) - \sqrt{3}\frac{dA_1(0)}{dx}F_2''(x) \\
\int_0^x A_1(t)dt &= A_1(0)F_1(x) + \frac{dA_1(0)}{dx}F_2(x) \\
\int_0^x B_1(t)dt &= \sqrt{3}A_1(0)F_1(x) - \sqrt{3}\frac{dA_1(0)}{dx}F_2(x)
\end{align*}

where

\begin{align*}
A_1(0) &= \frac{1}{3^{2/3}\Gamma\left(\frac{2}{3}\right)} \\
\frac{dA_1(0)}{dx} &= -\frac{1}{3^{1/3}\Gamma\left(\frac{2}{3}\right)} \\
F_1(x) &= \sum_{k=0}^{\infty} \left(\frac{1}{3}\right)^k \frac{2^k x^{k+1}}{(2k+1)!} \\
F_1'(x) &= \sum_{k=0}^{\infty} \left(\frac{1}{3}\right)^k \frac{2^k x^{k+1}}{(2k+1)!} \\
F_1''(x) &= \sum_{k=0}^{\infty} \left(\frac{1}{3}\right)^k \frac{2^k x^{k+1}}{(2k+1)!} \\
F_2(x) &= \sum_{k=0}^{\infty} \left(\frac{2}{3}\right)^k \frac{2^k x^{k+1}}{(3k+2)!} \\
F_2'(x) &= \sum_{k=0}^{\infty} \left(\frac{2}{3}\right)^k \frac{2^k x^{k+1}}{(3k+2)!} \\
F_2''(x) &= \sum_{k=0}^{\infty} \left(\frac{2}{3}\right)^k \frac{2^k x^{k+1}}{(3k+2)!}
\end{align*}

and $(b)_k$ is the Pochhammer symbol, defined by [12]:

\begin{align*}
(b)_k &= \frac{\Gamma(b+k)}{\Gamma(b)} = b(b+1)(b+2) \ldots (b+k-1); \quad (b)_0 = 1
\end{align*}

Using (48)-(56) in (9), we obtain:

\begin{align*}
\frac{dN_i(x)}{dx} &= -2\sqrt{3}A_1(0) \frac{dA_1(0)}{dx} \left[F_2 F_1' - F_1 F_2'\right]
\end{align*}

Differentiating (57), we obtain:

\begin{align*}
\frac{dN_i(x)}{dx} &= -2\sqrt{3}A_1(0) \frac{dA_1(0)}{dx} \left[F_2 F_1' - F_1 F_2'\right]
\end{align*}

Upon substituting (50)-(56), the following series are obtained for $N_i(x)$ and $\frac{dN_i(x)}{dx}$:

\begin{align*}
N_i(x) &= -2\sqrt{3}A_1(0) \frac{dA_1(0)}{dx} \left[\sum_{k=0}^{\infty} \left(\frac{1}{3}\right)^k \frac{2^k x^{k+1}}{(2k+1)!} \right] \\
&\quad \left[\sum_{k=0}^{\infty} \left(\frac{1}{3}\right)^k \frac{2^k x^{k+1}}{(2k+1)!} \right] \\
&-2\sqrt{3}A_1(0) \frac{dA_1(0)}{dx} \left[\sum_{k=0}^{\infty} \left(\frac{2}{3}\right)^k \frac{2^k x^{k+1}}{(3k+2)!} \right] \\
&\quad \left[\sum_{k=0}^{\infty} \left(\frac{2}{3}\right)^k \frac{2^k x^{k+1}}{(3k+2)!} \right]
\end{align*}

Equations (59) and (60) can be expressed in the following form when we make use of the definition of Cauchy product:

\begin{align*}
\frac{dN_i(x)}{dx} &= -2\sqrt{3}A_1(0) \frac{dA_1(0)}{dx} \left[\sum_{k=0}^{\infty} \left(\frac{1}{3}\right)^k \frac{2^k x^{k+1}}{(2k+1)!} \right] \\
&\quad \left[\sum_{k=0}^{\infty} \left(\frac{2}{3}\right)^k \frac{2^k x^{k+1}}{(3k+2)!} \right] \\
&-2\sqrt{3}A_1(0) \frac{dA_1(0)}{dx} \left[\sum_{k=0}^{\infty} \left(\frac{2}{3}\right)^k \frac{2^k x^{k+1}}{(3k+2)!} \right] \\
&\quad \left[\sum_{k=0}^{\infty} \left(\frac{1}{3}\right)^k \frac{2^k x^{k+1}}{(2k+1)!} \right] \\
&+ 2\sqrt{3}A_1(0) \frac{dA_1(0)}{dx} \left[\sum_{k=0}^{\infty} \left(\frac{1}{3}\right)^k \frac{2^k x^{k+1}}{(2k+1)!} \right] \\
&\quad \left[\sum_{k=0}^{\infty} \left(\frac{2}{3}\right)^k \frac{2^k x^{k+1}}{(3k+2)!} \right] \\
&\quad \left[\sum_{k=0}^{\infty} \left(\frac{1}{3}\right)^k \frac{2^k x^{k+1}}{(2k+1)!} \right]
\end{align*}

Ascending series representations of $K_i(x)$ and $\frac{dK_i(x)}{dx}$ are obtained as follows. Using (42) and (43) we obtain, respectively:

\begin{align*}
f(x)A_1(x) &= A_1(0) f(x) F_1'(x) + \frac{dA_1(0)}{dx} f(x) F_2'(x) \\
f(x)B_1(x) &= \sqrt{3}A_1(0) f(x) F_1'(x) - \sqrt{3}\frac{dA_1(0)}{dx} f(x) F_2'(x)
\end{align*}

Integrating (63) and (64), we obtain:

\begin{align*}
\int_0^x f(t)A_1(t)dt &= A_1(0) \left[ f(x)F_1(x) - \int_0^x f'(t)F_1(t)dt \right] + \frac{dA_1(0)}{dx} \left[ f(x)F_2(x) - \int_0^x f'(t)F_2(t)dt \right] \\
\int_0^x f(t)B_1(t)dt &= \sqrt{3}A_1(0) \left[ f(x)F_1(x) - \int_0^x f'(t)F_1(t)dt \right] \\
&\quad - \sqrt{3}\frac{dA_1(0)}{dx} \left[ f(x)F_2(x) - \int_0^x f'(t)F_2(t)dt \right]
\end{align*}

Using (57), (65) and (66) in equations (26) and (28), respectively, gives:
Upon using (50)-(55) in (67) and (68), we obtain:

\[ K_i(x) = -2\sqrt{3} A_i(0) \frac{dA_i(0)}{dx} \left\{ \left( \sum_{k=0}^{\infty} \frac{1}{3} \frac{3^k x^{2k}}{(3k)!} \right) \int_0^x \left[ \frac{f'(t)}{t} \sum_{k=0}^{\infty} \frac{3^k t^{2k+1}}{(3k+1)!} \right] dt \right\} 
- \left( \sum_{k=0}^{\infty} \frac{2}{3} \frac{3^k x^{2k+1}}{(3k+1)!} \right) \int_0^x \left[ f'(t) \sum_{k=0}^{\infty} \frac{3^k t^{2k+1}}{(3k+1)!} \right] dt \]  

(69)

\[ \frac{dK_i(x)}{dx} = f'(x) N_i(x) - 2\sqrt{3} A_i(0) \frac{dA_i(0)}{dx} \left\{ \left( \sum_{k=0}^{\infty} \frac{1}{3} \frac{3^k x^{2k-1}}{(3k-1)!} \right) \int_0^x \left[ f'(t) \sum_{k=0}^{\infty} \frac{3^k t^{2k+2}}{(3k+2)!} \right] dt \right\} 
- \left( \sum_{k=0}^{\infty} \frac{2}{3} \frac{3^k x^{2k}}{(3k)!} \right) \int_0^x \left[ f'(t) \sum_{k=0}^{\infty} \frac{3^k t^{2k+1}}{(3k+1)!} \right] dt \]  

(70)

For the sake of illustration, graph of \( N_i(x) \) over the interval [0, 1] is shown in Fig. 1(a), and comparison, over the same interval, of the graphs of \( N_i(x) \), \( A_i(x) \), and \( B_i(x) \) is shown in Fig. 1(b). Computations are based on ascending series representations of these functions.

V. COMPUTATIONS OF THE GENERALIZED NIELD-KUZNETSOV FUNCTIONS

The generalized Airy’s functions have the following series representations, [9], wherein \( F' = f' \) is the forcing function in equation (1).

Let

\[ p = \frac{1}{n+2} \alpha_n = \frac{p^{1-p}}{\Gamma(1-p)} \beta_n = \frac{p^p}{\Gamma(p)} \]  

(71)

\[ g_{n_1}(x) = 1 + \sum_{k=1}^{n} p^{-2k} \left( \frac{x^{(n+2)k}}{\Pi_{j=1}^{k} \frac{1}{j(j-p)}} \right) \]  

\[ g_{n_2}(x) = x \left[ 1 + \sum_{k=1}^{n} p^{-2k} \left( \frac{x^{(n+2)k}}{\Pi_{j=1}^{k} \frac{1}{j(j-p)}} \right) \right] \]  

\[ g'_{n_1}(x) = \sum_{k=1}^{n} p^{-2k-1} k^2 \left( \frac{1}{x^{1-k^2/p}} \right) \Pi_{j=1}^{k} \frac{1}{j(j-p)} \]  

\[ g'_{n_2}(x) = 1 + \sum_{k=1}^{n} p^{-2k} \left( 1 + k^2/p \right) \left( \frac{k^2}{x^{(1-k^2/p)}} \right) \Pi_{j=1}^{k} \frac{1}{j(j-p)} \]  

\[ \int_0^x g_{n_1}(t) dt = x + \sum_{k=1}^{n} p^{-2k} \left( \frac{x^{1-k^2/p}}{1+k^2/p} \right) \Pi_{j=1}^{k} \frac{1}{j(j-p)} \]  

(72)

(73)

(74)

(75)

(76)
\[ \int_0^x g_{n_2}(t) dt = \frac{x^2}{2} + \sum_{k=1}^{\infty} \frac{B_k}{(2+\kappa^2/p)} \left( x^{2+\kappa^2/p} \right) \prod_{j=1}^{k-1} \left( x^{j+\kappa^2/p} \right) \] (77)

Then

\[ A_n(x) = \alpha_n g_{n_1}(x) - \beta_n g_{n_2}(x) \] (78)

\[ B_n(x) = \frac{1}{\sqrt{p}} \left[ \alpha_n g_{n_1}(x) + \beta_n g_{n_2}(x) \right] \] (79)

The generalized Nield-Kuznetsov functions can be evaluated using (74)-(77) in the following expressions:

\[ N_n(x) = \frac{2}{\sqrt{p}} \alpha_n \beta_n \left[ g_{n_1}(x) \right]^x_0 g_{n_2}(t) dt - g_{n_2}(x) \int_0^x g_{n_1}(t) dt \] (80)

\[ K_n(x) = \frac{2}{\sqrt{p}} \alpha_n \beta_n \left[ g_{n_1}(x) \right]^x_0 F(t) \frac{d}{dt} g_{n_2}(t) dt - g_{n_2}(x) \int_0^x F(t) \frac{d}{dt} g_{n_1}(t) dt \] (81)

\[ \frac{dN_n(x)}{dx} = \left[ \alpha_n g_{n_1}(x) - \beta_n g_{n_2}(x) \right] \left[ \frac{\int_0^x \sqrt{p}}{[\alpha_n g_{n_2}(t) + \beta_n g_{n_2}(t)] dt - \frac{1}{\sqrt{p}} [\alpha_n g_{n_1}(x) + \beta_n g_{n_1}(x)] \int_0^x \frac{\sqrt{p}}{[\alpha_n g_{n_2}(t) + \beta_n g_{n_2}(t)] dt} \right] \right] dt \] (82)

\[ \frac{dK_n(x)}{dx} = \frac{1}{\sqrt{p}} \left[ \alpha_n g_{n_1}(x) + \beta_n g_{n_2}(x) \right] \left[ \int_0^x F(t) \left[ \alpha_n g_{n_1}(t) - \beta_n g_{n_1}(t) \right] dt - \left[ \alpha_n g_{n_2}(x) - \beta_n g_{n_2}(t) \right] dt \right] \] (83)

The following values at \( x = 0 \) are easily established:

\[ A_n(0) = \left( \frac{p}{1-p} \right)^{1-p} \frac{B_n(0)}{\Gamma(1-p)} = \left( \frac{p}{1-p} \right)^{1-p} \frac{B_n(0)}{\Gamma(1-p)} = - \left( \frac{p}{1-p} \right)^{1-p} \frac{B_n(0)}{\Gamma(1-p)} \] (84)

\[ N_n(0) = 0; \quad \frac{dN_n(0)}{dx} = 0; \quad K_n(0) = 0; \quad \frac{dK_n(0)}{dx} = - \frac{2\sqrt{p} \sin(p\pi)}{\pi} F(0). \] (85)

VI. SOLUTIONS TO INITIAL AND BOUNDARY VALUE PROBLEMS

In order to obtain solutions to the initial and boundary value problems, general solutions (7) and (8) must satisfy conditions (3) and (4) for initial value problems, and conditions (5) and (6) for boundary value problems. This requires determination of the arbitrary constants appearing in (7) and (8).

A. Solution to Initial Value Problems (IVP): Constant Forcing Function:

When \( f(x) = \kappa \), where \( \kappa \) is a given constant, the use of initial conditions (3) and (4) in the general solutions (7), and (8) provides the following expressions for the arbitrary constants \( c_1, c_2, c_{2n}, \) and \( c_{2n} \):

\[ c_1 = -\frac{\alpha_A^p}{A_1} \frac{\beta_B^p}{B_1} \] (86)

\[ c_2 = -\frac{\alpha_A^{p+1}}{A_1} \frac{\beta_B^{p+1}}{B_1} \] (87)

\[ c_{2n} = -\frac{\alpha_A^{p}}{A_1} \frac{\beta_B^{p}}{B_1} \] (88)

\[ c_{2n} = -\frac{\alpha_A^{p+1}}{A_1} \frac{\beta_B^{p+1}}{B_1} \] (89)

B. Solution to Initial Value Problems (IVP): Variable Forcing Function:

When \( f(x) \) is a differentiable function of \( \kappa \), using initial conditions (3) and (4) in the general solutions (7), and (8) yields the following values for the arbitrary constants constants \( c_1, c_2, c_{2n}, \) and \( c_{2n} \):

\[ c_1 = -\frac{\alpha_A^p}{A_1} \frac{\beta_B^p}{B_1} \] (90)

\[ c_2 = -\frac{\alpha_A^{p+1}}{A_1} \frac{\beta_B^{p+1}}{B_1} \] (91)

\[ c_{2n} = -\frac{\alpha_A^{p}}{A_1} \frac{\beta_B^{p}}{B_1} \] (92)

\[ c_{2n} = -\frac{\alpha_A^{p+1}}{A_1} \frac{\beta_B^{p+1}}{B_1} \] (93)

C. Solution to Boundary Value Problem (BVP): Constant Forcing Function:

When \( f(x) = \kappa \), where \( \kappa \) is a given constant, using boundary conditions (5) and (6) in the general solutions (7), and (8), we obtain the following values for the arbitrary constants \( c_1, c_2, c_{2n}, \) and \( c_{2n} \):

\[ c_1 = -\frac{\beta_B^p}{B_1} \] (94)

\[ c_2 = -\frac{\beta_B^{p+1}}{B_1} \] (95)

\[ c_{2n} = -\frac{\beta_B^{p}}{B_1} \] (96)

\[ c_{2n} = -\frac{\beta_B^{p+1}}{B_1} \] (97)

When \( f(x) \) is a differentiable function of \( \kappa \), using boundary conditions (5) and (6) in the general solutions (7), and (8) yields the following values for the arbitrary constants constants \( c_1, c_2, c_{2n}, \) and \( c_{2n} \):

\[ c_1 = -\frac{\beta_B^p}{B_1} \] (98)

\[ c_2 = -\frac{\beta_B^{p+1}}{B_1} \] (99)

\[ c_{2n} = -\frac{\beta_B^{p}}{B_1} \] (100)

\[ c_{2n} = -\frac{\beta_B^{p+1}}{B_1} \] (101)
D. Solution to Boundary Value Problem (BVP): Variable Forcing Function

When \( f(x) \) is a differentiable function of \( x \), using boundary conditions (5) and (6) in the general solutions (7) and (8) yields the following expressions for the arbitrary constants \( c_1, c_2, c_{1n}, \) and \( c_{2n} \):

\[
c_1 = \left( \frac{b_1}{A_1(a_2) - A_1(a_2)B_1(a_2)} \right) \left( \frac{b_2}{A_2(a_2) - A_2(a_2)B_2(a_2)} \right) \sin(a_1) + \left( \frac{\pi K_0(a_1)}{A_1(a_2) - A_2(a_2)B_1(a_2)} \right) K_0(a_2) - K_1(a_2)K_1(a_1)
\]
\[
c_2 = \left( \frac{b_1}{A_1(a_2) - A_1(a_2)B_1(a_2)} \right) \left( \frac{b_2}{A_2(a_2) - A_2(a_2)B_2(a_2)} \right) \sin(a_1) + \left( \frac{\pi K_0(a_1)}{A_1(a_2) - A_2(a_2)B_1(a_2)} \right) K_0(a_2) - K_1(a_2)K_1(a_1)
\]
\[
c_{1n} = \left( \frac{b_1}{A_1(a_2) - A_1(a_2)B_1(a_2)} \right) \left( \frac{b_2}{A_2(a_2) - A_2(a_2)B_2(a_2)} \right) \sin(a_1) + \left( \frac{\pi K_0(a_1)}{A_1(a_2) - A_2(a_2)B_1(a_2)} \right) K_0(a_2) - K_1(a_2)K_1(a_1)
\]
\[
c_{2n} = \left( \frac{b_1}{A_1(a_2) - A_1(a_2)B_1(a_2)} \right) \left( \frac{b_2}{A_2(a_2) - A_2(a_2)B_2(a_2)} \right) \sin(a_1) + \left( \frac{\pi K_0(a_1)}{A_1(a_2) - A_2(a_2)B_1(a_2)} \right) K_0(a_2) - K_1(a_2)K_1(a_1)
\]

VII. NUMERICAL EXAMPLES

In order to show numerical values to the arbitrary constants with expressions given by equations (80)-(95), we consider the case of the constant forcing function \( f(x) = \frac{x}{x^2 + 1} \) and the variable function \( f(x) = \sin x \), over the interval \([0, 1]\).

A. Initial Value Problem (IVP)

Considerable attention has been given in the literature to the initial value problem involving Airy’s equation (2) subject to conditions (3) and (4), [6, 33]. We summarize the forms of solutions, in general, for different forcing function \( f(x) \) in what follows.

When \( f(x) = 0 \), solution to (2) satisfying (3) and (4) takes the form:

\[
y = \pi \left( \frac{\beta}{\alpha} \right) B_1(x) + \pi \left( \frac{\alpha}{\beta} \right) B_1(x) + \pi \left( \frac{\alpha}{\beta} \right) B_1(x) + \pi \left( \frac{\alpha}{\beta} \right) B_1(x)
\]

The cases of \( f(x) = -\frac{1}{\pi} \) and when \( f(x) = \frac{1}{\pi} \) have been considered by Scorer [6] with solutions to the initial value problem given, respectively, by

\[
y = \pi \left( \frac{\beta}{\alpha} \right) B_1(x) + \pi \left( \frac{\alpha}{\beta} \right) B_1(x) + \pi \left( \frac{\alpha}{\beta} \right) B_1(x) + \pi \left( \frac{\alpha}{\beta} \right) B_1(x)
\]

Values of Scorer functions and their derivatives are given in Table 1.

Table 1. Scorer functions and their first derivatives at \( x = 0 \).

<table>
<thead>
<tr>
<th>Integral Function Values at ( x = 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G_i(0) ) = ( \frac{1}{3^{7/6} \Gamma(2/3)} ) ( Ai(0) )</td>
</tr>
<tr>
<td>( H_i(0) ) = ( \frac{2}{3^{7/6} \Gamma(2/3)} ) ( Bi(0) )</td>
</tr>
<tr>
<td>( dG_i(0) ) = ( \frac{1}{3^{5/6} \Gamma(1/3)} ) ( -\frac{1}{\sqrt{3}} ) ( \frac{dAi(0)}{dx} )</td>
</tr>
<tr>
<td>( dH_i(0) ) = ( \frac{2}{3^{5/6} \Gamma(1/3)} ) ( \frac{2}{3} ) ( \frac{dBi(0)}{dx} )</td>
</tr>
</tbody>
</table>

When \( f(x) \) is a constant function, say \( f(x) = \kappa \), Hamdan and Kamel [21] showed that solution to the initial value problem takes the form:

\[
y = \pi \left( \frac{\beta}{\alpha} \right) B_1(x) + \pi \left( \frac{\alpha}{\beta} \right) B_1(x) + \pi \left( \frac{\alpha}{\beta} \right) B_1(x) + \pi \left( \frac{\alpha}{\beta} \right) B_1(x)
\]

and when \( f(x) \) is any differentiable function, solution to the initial value problem is expressible as

\[
y = \pi \left( \frac{\beta}{\alpha} \right) B_1(x) + \pi \left( \frac{\alpha}{\beta} \right) B_1(x) + \pi \left( \frac{\alpha}{\beta} \right) B_1(x) + \pi K_i(x) - \pi f(x)N_i(x)
\]

where \( N_i(x) \) and \( K_i(x) \) are given by (9) and (26), respectively. Comparison of (107) to (103) and (104) shows at the outset that (107) is valid for any \( f(x) = \kappa \). In other words, for all chosen \( f(x) = \kappa \), values of the arbitrary constants when initial conditions are satisfied, do not change with changes in \( f(x) \).
However, in (103) and (104), values of the arbitrary constants are dependent on \( f(x) = \kappa \). This observation also holds for (108) where the arbitrary constants are independent of the (variable) function \( f(x) \). It also holds for the generalized Airy’s equation (1) subject to conditions (2) and (3).

Solution (107) is equivalent to solutions (103) and (104), for the given values of \( \kappa = \frac{1}{\pi} \) and \( -\frac{1}{\pi} \) due to the following relationships between the Scorer functions and the standard Nield-Kuznetsov function of the first-kind:

\[
N_1(x) = G_1(x) - \frac{1}{\pi} B_1(x) \\
N_2(x) = \frac{2}{\pi} B_1(x) - H_1(x) \\
N_3(x) = \frac{2}{\pi} G_1(x) - \frac{1}{\pi} H_1(x)
\]

The above observation is validated by computing the values of the arbitrary constants for the case of Airy’s equation (2) using expressions (86), (87), (90) and (91), and for generalized Airy’s equation (1) using expressions (88), (89), (92) and (93). For Airy’s equation (2), values of the arbitrary constants are:

\[
c_1 = 0.884829843 \quad \text{and} \quad c_2 = 2.74156380 \quad \text{for all } f(x).
\]

These have been computed using ascending series representations of the functions involved.

Graphical representations of the solution to the IVP, equation (2) with initial conditions (3) and (4), are illustrated in Fig. 2(a) and 2(b) using computations based on asymptotic and ascending series representations of the functions involved.

The above observation is validated by computing the values of the arbitrary constants for the case of Airy’s equation (2) using expressions (86), (87), (90) and (91), and for generalized Airy’s equation (1) using expressions (88), (89), (92) and (93). For Airy’s equation (2), values of the arbitrary constants are:

\[
c_1 = 0.884829843 \quad \text{and} \quad c_2 = 2.74156380 \quad \text{for all } f(x).
\]

For the generalized Airy’s equation (1) with initial conditions (3) and (4), values of the arbitrary constants are independent of \( f(x) \), but depend on the value of \( n \), as shown in Table 2.

\[
\begin{array}{c|c|c|c}
\hline
f(x) & c_{1n} & c_{2n} \\
\hline
\sin x & 0.884829843 & 2.741563801 \\
\hline
\tan x & 0.902308457 & 3.01487595 \\
\hline
\end{array}
\]

For the generalized Airy’s equation (1) with initial conditions (3) and (4), values of the arbitrary constants are independent of \( f(x) \), but depend on the value of \( n \), as shown in Table 2. Arbitrary constants have been computed for \( f(x) = \sin x \) and \( f(x) = \tan x \).

Table 2. Arbitrary constants for generalized Airy’s IVP

\[
\begin{array}{c|c|c|c}
\hline
f(x) & c_{1n} & c_{2n} \\
\hline
\sin x & 0.884829843 & 2.741563801 \\
\hline
\tan x & 0.902308457 & 3.01487595 \\
\hline
\end{array}
\]

B. Boundary Value Problem (BVP)

Values of the arbitrary constants for the case of Airy’s equation (2) subject to boundary conditions (5) and (6) have been computed using expressions (94), (95), (98) and (99). Results are shown in Table 3 and demonstrate the dependence of the values of arbitrary constants on the forcing function \( f(x) \).

Table 3. Values of arbitrary constants for Airy’s BVP

\[
\begin{array}{c|c|c|c}
\hline
f(x) & c_{1n} & c_{2n} \\
\hline
\sin x & 0.884829843 & 2.741563801 \\
\hline
\tan x & 0.902308457 & 3.01487595 \\
\hline
\end{array}
\]
Values of the arbitrary constants for the case of generalized Airy’s equation (1) subject to boundary conditions (5) and (6) have been computed using expressions (96), (97), (100) and (101). Results are shown in Tables 4(a) and 4(b), and demonstrate the dependence of the values of arbitrary constants on the forcing function $f(x)$ and on the value of $n$.

### Table 4(a). Arbitrary constants for generalized Airy’s BVP

<table>
<thead>
<tr>
<th>$f(x)$</th>
<th>$c_1$</th>
<th>$c_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{1}{\pi}$</td>
<td>0.2327830325</td>
<td>1.491812929</td>
</tr>
<tr>
<td>$-\frac{1}{\pi}$</td>
<td>-0.362631518</td>
<td>1.835575680</td>
</tr>
<tr>
<td>$\sin x$</td>
<td>0.227012892</td>
<td>1.495144321</td>
</tr>
</tbody>
</table>

### Table 4(b). Arbitrary constants for generalized Airy’s BVP

<table>
<thead>
<tr>
<th>$f(x) = \frac{1}{\pi}$</th>
<th>$c_1$</th>
<th>$c_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n=1$</td>
<td>$c_{1n} = 0.2326261442$</td>
<td>$c_{2n} = 1.491903508$</td>
</tr>
<tr>
<td>$n=2$</td>
<td>$c_{1n} = -0.0986091013$</td>
<td>$c_{2n} = 1.78230547$</td>
</tr>
<tr>
<td>$n=5$</td>
<td>$c_{1n} = -0.5290973414$</td>
<td>$c_{2n} = 2.41554415$</td>
</tr>
<tr>
<td>$n=10$</td>
<td>$c_{1n} = -0.7008235147$</td>
<td>$c_{2n} = 3.174908784$</td>
</tr>
</tbody>
</table>

### Table 4(b). Arbitrary constants for generalized Airy’s BVP

<table>
<thead>
<tr>
<th>$f(x) = \frac{1}{\pi}$</th>
<th>$c_1$</th>
<th>$c_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n=1$</td>
<td>$c_{1n} = 0.2266598861$</td>
<td>$c_{2n} = 1.495348129$</td>
</tr>
<tr>
<td>$n=2$</td>
<td>$c_{1n} = -0.1037847989$</td>
<td>$c_{2n} = 1.784903318$</td>
</tr>
<tr>
<td>$n=5$</td>
<td>$c_{1n} = -0.5335568124$</td>
<td>$c_{2n} = 2.417229937$</td>
</tr>
<tr>
<td>$n=10$</td>
<td>$c_{1n} = -0.7060034923$</td>
<td>$c_{2n} = 3.176404117$</td>
</tr>
</tbody>
</table>

VIII. CONCLUSION

In this work, we provided analysis of initial and boundary value problems associated with Airy’s and generalized Airy’s equations. The introduction of the Standard Nield-Kuznetsov functions of the first- and second-kind facilitated obtaining general solutions to the inhomogeneous Airy’s equation, while the Generalized Nield-Kuznetsov functions made it possible to find general solutions to the inhomogeneous generalized Airy’s equation. This is a novel aspect of this work in which we presented the state-of-the-art computational methodologies for evaluating the Nield-Kuznetsov functions based on series analysis of their constituents, namely Airy’s functions.

As many problems in Mathematical Physics are modelled or are reducible to Airy’s equation, this work is relevant to research work in areas such as fluid mechanics and systems theory. With the knowledge and methods introduced in this work, one is now able to solve the inhomogeneous Airy’s ODE and the inhomogeneous generalized Airy’s ODE that involve initial value problems and two-point boundary value problems.

Evaluation of all of the Nield-Kuznetsov functions relies heavily on computer simulation. While Airy’s functions and their series representations have built-in definitions in Maple and Mathematica, the Nield-Kuznetsov functions are not presently included. Series representations for the Nield-Kuznetsov functions are available and can be evaluated using Maple or Mathematica, through their definitions in terms of Airy’s functions or in terms of series computations, as has been done in [19] to [31].
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