
 

 

 
Abstract—This paper presents a new idea of impulse 

response shortening in time difference of arrival (TDOA) 
measurement algorithm for underwater acoustic 
localization. Due to strong multipath interference caused by 
acoustic wave reflection, the pseudo-peaks occur when 
calculating a correlation function. Their pseudo-peaks 
disturbs the detection of a correct time position and leads to 
large TDOA measurement errors. In our previous paper, 
we presented the impulse response based GCC-PHAT (IR-
GCC-PHAT), which computes a time difference by taking a 
cross-correlation between two impulse responses. As the 
further improvement, we study the effects of impulse 
response shortening that removes the pseudo-peaks. The 
effectiveness of impulse response shortening is explained by 
observing acoustic wave paths on an acoustic propagation 
simulator and verified by the simulation results. 
 

Keywords—direction of arrival, multipath interference, 
underwater acoustic localization, time difference of arrival  

I. INTRODUCTION 

NDERWATER acoustic localization plays an important 
role in knowing the positions of underwater vehicles such 

as remotely operated vehicles (ROVs) and autonomous 
underwater vehicles (AUVs). Since a radio wave of global 
positioning system (GPS) is difficult to propagate underwater, 
an acoustic signal is used to transmit and receive a long-range 
signal. 

The techniques of underwater acoustic localization apply to 
various types of underwater positioning systems named as long 
baseline (LBL), short baseline (SBL), and ultra-short baseline 
(USBL) systems. In USBL systems, a small array of 
hydrophones is mounted on a receiver unit and the direction of 
arrival (DOA) of a sound source is estimated using the received 
signals.  

The DOA estimation is categorized in two methods. One is 
beamforming that generates a power profile various incoming 
angles with combing received signals [1]. The other method is 
time difference of arrival (TDOA) measurement that calculates 
a cross correlation function between two received signals and 
detects a time difference [2]. Although the DOA estimation in 

 
 

acoustic waves is mainly discussed in the fields of room 
acoustics and speech and audio processing, the recent literatures 
regarding to underwater acoustic localization are found in both 
beamforming [3][4] and TDOA measurement [5]-[7].  

  This paper focuses on TDOA measurement that can 
estimate a DOA with a simple array having two receiver 
hydrophones. The TDOA measurement algorithm computes an 
arrival time difference between received signals by a 
correlation function [8][9]. In the related works, generalized 
cross-correlation with phase transform (GCC-PHAT) and 
matched filter (MF) are used in [5] and [6], respectively. GCC-
PHAT calculates a cross-correlation function in frequency 
domain and detects a time difference by detecting the peak 
position. In underwater acoustic localization, an artificially 
generated signal such as a pseudo noise (PN) code sequence can 
be utilized as a sound source. MF takes the cross-correlation 
between the received signal and the reference signal given by a 
replica of the transmitted signal. MF is superior to GCC-PHAT 
with respect to noise tolerance. 

TDOA measurement is strongly influenced by the reflection 
of sound waves. In underwater acoustics, there are many 
reflected waves caused by the reflection on water surface, 
bottom, and obstacles. It is known as the phenomenon of 
multipath interference and generates the pseudo-peaks in the 
correlation function. In our previous work, we presented 
impulse response based GCC-PHAT (IR-GCC-PHAT) to cope 
with multipath interference [7]. IR-GCC-PHAT computes a 
time difference by taking a cross-correlation between two 
impulse responses. We demonstrated that IR-GCC-PHAT 
shows higher position accuracy than GCC-PHAT and MF in the 
evaluation of simulation and experiment. 

As a further improvement, we propose a new idea of impulse 
response shortening for TDOA measurement in order to 
mitigate the influence of multipath interference. Impulse 
response shortening has been used in other areas such as 
decreasing a reverberation time in room acoustics [10] and 
reducing inter-symbol-interference (ISI) in wired 
communication [11]. In these studies, the impulse response 
shortening is implemented by a digital filter and convolution 
between a received signal and filter coefficients is required. On 
the other hand, impulse response shortening in TDOA 
measurement can be achieved by only masking a part of the 
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impulse response data with zero values. 
The effectiveness of impulse response shortening is 

explained by analyzing acoustic wave reflection paths on an 
acoustic propagation simulator. We evaluate the position 
accuracy by comparing the proposed and conventional methods 
in simulation. 

II. TDOA MEASUREMENT ALGORITHM  

Most of the explanations of TDOA algorithms have been 
made in our previous work [7]. We describe some of them again 
for readability. 

A. Signal Model 

Two received signals  𝑦 𝑘  and 𝑦 𝑘  can be modeled by 
using a transmitted signal 𝑥 𝑘  and impulse responses  ℎ 𝑘  
and ℎ 𝑘  that express a propagation path from a transmitter to 
a receiver as 

 
𝑦 𝑘 ℎ 𝑘 ∗ 𝑥 𝑘 𝑛 𝑘                          
𝑦 𝑘 ℎ 𝑘 ∗ 𝑥 𝑘 𝑛 𝑘 ,                  (1) 

 
where k indicates a discrete time index and ∗  shows a 
convolution operation. 𝑛 𝑘  and 𝑛 𝑘  are noise component 
uncorrelated with the transmitted signal. The received signals 
can be expressed in frequency domain as 
 

𝑌 𝑙 DFT 𝑦 𝑘 𝐻 𝑙 𝑋 𝑙 𝑁 𝑙  
 𝑌 𝑙 DFT 𝑦 𝑘 𝐻 𝑙 𝑋 𝑙 𝑁 𝑙 .         (2) 

 
DFT ⋅  indicates the discrete Fourier transform for N samples 
and l denotes a discrete frequency index. 

When the arrival time difference is obtained by the TDOA 
algorithm, an angle of DOA is computed as 
 

𝜃 arcsin ,                            (3) 

 
where the arrival time difference for the two received signals is 
expressed by 𝜏. An array space between receiver elements is 
given by d and a sound velocity is given by c. 

B. GCC-PHAT 

GCC-PHAT correlation function is given by the following 
equation: 
 

Φ 𝑘 IDFT
∗

∗ .                  (5) 

 
The time difference is detected by the highest peak detection as  
 

𝜏 argmax Φ 𝑘 .               (6) 

C. MF 

The cross spectrum calculation of MF is computed as 
 

Φ 𝑘 IDFT 𝑌 𝑙 𝑋∗ 𝑙                          
Φ 𝑘 IDFT 𝑌 𝑙 𝑋∗ 𝑙                    (7) 

 
The time difference is detected from the two time positions with 
the highest peaks, expressed as 
 

𝜏 argmax |Φ 𝑘 | argmax |Φ 𝑘 |.          (8) 

D. IR-GCC-PHAT 

IR-GCC-PHAT directly computes the two impulse responses 
by the frequency-domain division that is expressed as 

 
ℎ 𝑘 IDFT 𝑌 𝑙 /𝑋 𝑙                                     

IDFT 𝐻 𝑙 𝑁 𝑙 /𝑋 𝑙                      
ℎ 𝑘 IDFT 𝑌 𝑙 /𝑋 𝑙                                     

IDFT 𝐻 𝑙 𝑁 𝑙 /𝑋 𝑙 .              (9) 
 
The term of 𝑁 𝑙 /𝑋 𝑙  is transformed as 
 

∗

| |
.                        (10) 

 
The time difference is detected by the cross correlation after 
taking absolute values for the two impulse responses: 
 

𝐺 𝑙 DFT |ℎ 𝑘 |  
𝐺 𝑙 DFT |ℎ 𝑘 |                         (11) 

Φ 𝑘 IDFT
∗

∗                    (12) 

𝜏 argmax Φ 𝑘 .                      (13) 

The whole procedure of IR-GCC-PHAT is illustrated in Fig. 1. 
It corresponds to the combination of MF and GCC-PHAT. 

III. PROPOSED ALGORITHM  

A. SIR-GCC-PHAT 

We name the proposed algorithm as shortened impulse 
response based GCC-PHAT (SIR-GCC-PHAT). First, the time 
position of the highest peak in the impulse response of ℎ 𝑘  is 
detected as 

𝑠 argmax|ℎ 𝑘 |.                      (14) 

 
Based on the peak position, impulse response shortening is 
carried out by the following equations: 

 

|ℎ′ 𝑘 |
|ℎ 𝑘 |       𝑘  𝑠 𝑠
     0              𝑘  𝑠 𝑠

                    

 

|ℎ′ 𝑘 |
|ℎ 𝑘 |       𝑘  𝑠 𝑠
     0              𝑘  𝑠 𝑠 ,

             (15) 

 

Fig. 1 Procedure of IR-GCC-PHAT algorithm. 
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where 𝑠 𝑠  indicates the length of the shortened impulse 
response. The computations taking the cross correlation are 
same as (11) to (13). The determination of 𝑠  is explained in 
section V.C. 

B. Comparison of TDOA measurement algorithms 

Figure 2 shows an example of acoustic paths for the direct 
and reflected waves from the sound source (TX) to the receiver 
elements (RX1 and RX2). Although there are a lot of reflected 
waves, only several acoustic paths are illustrated. For the 
impulse responses of |ℎ 𝑘 | and |ℎ 𝑘 |, the magnitudes of 
peaks depend on the path length and the reflection ratio on the 
boundary surface.  

When the path length of one reflected wave is almost the 
same as that of and the direct wave, the magnitude of the 
combined peak is comparable to the peak of the direct wave. 
This phenomenon is derived from the specific condition that the 
reflection ratio of water surface is almost 1. As discussed in (9), 
we should note the uncertainty of impulse response estimation 
that is affected by noise components. It sometimes induces the 
phenomenon that the magnitude relationship between the direct 
and the reflected wave is reversed. 

In computing the correlation function of TDOA algorithms, 
the pseudo peaks disrupt the correct detection of the arrival time 
difference. First, we compare MF and IR-GCC-PHAT 
algorithms in the peak detection. Figure 3 shows the detection 
of the arrival time difference when the pseudo peaks occur. The 
true time difference is given by 𝜏  in the figure. 

In the MF algorithm, the time difference is detected by the 
two time positions with the highest peaks. Although the 
targeted peaks are P  and P , the peaks of P  and P  are wrongly 
detected in this case. These peaks cannot detect the correct time 
difference ( 𝜏 𝜏 ). IR-GCC-PHAT treats the peaks 
derived from the direct and reflected waves as one group. When 
comparing the time positions of P  to P  and P  to P , the time 
difference of their groups is near to the true time difference. The 
cross correlation taking their impulse responses emphasizes this 
group time difference (𝜏 𝜏 ). 

We compare IR-GCC-PHAT with SIR-GCC-PHAT in the 
further reflected condition, as shown in Fig. 4. The peaks of the 
reflected waves that arrive from the different direction are far 
from that of the direct wave at the time position. These peaks 
raise the noise floor in the cross-correlation function. IR-GCC-
PHAT occasionally mistakes the time difference detection 
(𝜏 𝜏 ).  

SIR-GCC-PHAT shortens the impulse responses by 
replacing a part of the impulse responses with zero values. It 
eliminates the unnecessary pseudo peaks from the different 
direction and helps to decrease the noise floor. SIR-GCC-
PHAT can detect the correct time difference (𝜏 𝜏 ). 
This mechanism is explained in Section V.  

SIR-GCC-PHAT is also effective in noisy environments. The 
noise component appears as numerous small peaks in the 
impulse responses. These peaks can be eliminated by the 
impulse response shortening. 

 

Fig. 2 Acoustic paths for direct and reflected waves. 
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Fig. 3 Comparison of MF and IR-GCC-PHAT algorithms. 
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Fig. 4 Comparison of IR-GCC-PHAT and SIR-GCC-PHAT 
algorithms. 
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IV. EVALUATION 

A. Position Estimation 

The comparison of the TDOA algorithms is performed by 
and the following simple three-dimensional position estimation. 
When the coordinates of one of the receiver elements are 
represented by 𝒑 𝑥 , 𝑦 , 𝑧 , those of the transmitter 𝒑
𝑥 , 𝑦 , 𝑧  are computed by the estimated angle 𝜃: 

𝑥 𝑥 𝐷cos𝜃                                     
𝑦 𝑦 𝐷cos𝜙                                    
𝑧 𝑧 𝑉                                             

cos𝜙 1 cos 𝜃  ,             (16) 

 
where D indicates the distance between the receiver and the 
transmitter positions and V is the vertical position difference. 
We assume that the parameters of D and V are ideally known 
for simplify in the evaluation. We briefly describe how to 
measure the distance and the vertical position below. 

In the distance measurement, we assume the time 
synchronization scheme that transmitter and receiver units have 
the same clock timing. After the transmitter unit starts sending 
a signal, the receiver unit measures the time delay T as a sound 
propagates underwater. The distance can be measured by 𝐷
𝑐𝑇 . In [12], the time synchronization has been achieved by 
integrating a chip-scale atomic clock (CSAC) into an acoustic 
modem. 

The vertical position can be measured by the depth sensor. 
The depth sensor converts an underwater pressure value into a 
position from water surface. In [13], a pressure sensor (e.g., 
Blue Robotics Bar30) was used in a sensor suite for underwater 
reconstruction. As long as the depth sensor is connected to the 
receiver unit by a wired communication cable, the depth 
information is easily obtained. If not, we should consider how 
to send the depth information in underwater wireless 
communication. This solution would be discussed in our future 
paper. 

B. Simulation Conditions 

Table 1 presents the specifications of the transmitted signal 
and the simulation conditions. The pseudo noise signal 
generated by the PN code sequence is used as the transmitted 
signal. The frequency band of the transmitted signal is 12 kHz 
to 32 kHz, given by a flat spectrum with approximately 
|𝑋 𝑙 | 1 within the band. The acoustic field size is 25  15 

 5 m (length, width, and height), and the reflectance ratios are 
set to 1 for water surface and 0.8 for water bottom and all 
surrounding walls.  

The locations of the transmitter (TX) and receiver elements 
(RX1 and RX2) are shown in Fig. 5. TX is moved every 2 m 
along the x-axis (2.5 to 22.5 m) and the y-axis (8 to 12 m) and 
0.5 m along the z-axis (0.5 m to 4 m). RX1 and RX2 are fixed 
at [12.5, 0.05, 4.5] and [12.2, 0.05, 4.5], respectively. The array 
space between receiver elements is 0.3 m. The sound velocity 
is 1480 m/s.  

The signal modeling in (1) is done by using a sound wave 
propagation simulator [14]. The generated impulse response 

depends on the size of acoustic field, the reflectance ratios, and 
the positions of transmitter and receiver elements. The 
magnitude of uncorrelated noise is adjusted by a signal-to-noise 
ratio (SNR). The SNR is given by the ratio of the average signal 
power of ℎ 𝑘 ∗ 𝑥 𝑘  and the average noise power of 𝑛 𝑘 . 
The amplitude of additive white Gaussian noise (AWGN) is 
adjusted by the SNR setting value. We evaluate the position 
errors for the TDOA algorithms where those errors are 
calculated by the Euclidean distance between true and 
measured positions. The measured position is computed from 
(16) where the position of RX1 is used as the coordinates of  𝒑 . 
We apply 326 samples for 𝑠  as for the impulse response 
shortening in (15). See Section V.C about how to determine the 
value of 𝑠 . 

C. Simulation Results 

The simulation results for a 30 dB SNR are reported in Table 
2. The average position errors for the TDOA algorithms are 
compared for each TX height. IR-GCC-PHAT is superior to 
GCC-PHAT and MF in a highly reflective environment as the 
similar results were previously presented in [7]. SIR-GCC-
PHAT provides smaller position errors than IR-GCC-PHAT. 
Average position errors are 3.16 m, 2.30 m, 0.64 m, and 0.37 m 
for GCC-PHAT, MF, IR-GCC-PHAT and SIR-GCC-PHAT, 
respectively. IR-GCC-PHAT shows the best performance in 
underwater acoustic localization under reflective environment. 

 

Fig. 5 Locations of transmitter and receiver elements. 
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Table 1 Specifications of transmitted signal and simulation 

conditions. 

 

Sampling frequency 200 kHz

Frequency band 12 kHz - 32 kHz

Measurement time 250 ms

Transmitted signal Pseudo-noise (PN) sequence

Signal length 163.8 ms

Number of signal points 32768

Number of receivers 2

Receiver array space 0.3 m

TDOA measurement period 81.9 ms

DFT size 16384

Acoustic field 25 15 5 m
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Figure 6 illustrates the measured positions when the TX is 
located at 4.0 m in z-axis. IR-GCC-PHAT has large position 
errors more than 1 m in some TX locations. On the other hand, 
SIR-GCC-PHAT keeps high position accuracy for most TX 
positions. This difference is linked to the results of the average 
position errors. 

The simulation results for the other conditions are 
summarized in Table 3. Table 3(a) shows the average position 
errors when decreasing a SNR. The tendency of position 
accuracy for the TDOA algorithms is the same as Table 2. SIR-
GCC-PHAT can keep a small position error less than 0.5 m 
even in a 5 dB SNR.  

Table 3(b) gives the average positions for the non-reflective 
condition, where the reflectance ratios are all zeros. As long as 
there is no reflection in the acoustic field, MF shows the highest 
position accuracy. SIR-GCC-PHAT provides higher accuracy 

than IR-GCC-PHAT in a 15 dB SNR. The impulse response 
shortening can mitigate the influence of noise components 
when taking the cross correlation function. The noise 
robustness of SIR-GCC-PHAT is comparable to MF. 

V. ANALYSIS OF ACOUSTIC REFLECTION PATHS 

A. Sound wave propagation simulator 

We explain the effectiveness of SIR-GCC-PHAT by 
analyzing acoustic reflection paths on a sound wave 
propagation simulator. Figure 7 illustrates the settings on the 
sound wave propagation simulator. The parameters of 𝑹
𝑅 , 𝑅 , 𝑅 , 𝑅 , 𝑅 , 𝑅 give reflectance ratios on the six 

surfaces. 𝑅  and 𝑅  are reflectance ratios on the water bottom 
and surface. The other reflectance ratios on the side walls are 
expressed as 𝑅 , 𝑅 , 𝑅 , and 𝑅 . Given the coordinates of a 
sound source and a receiver, acoustic paths and an impulse 
response from a source to a receiver are analyzed.  

Figure 8 shows an example of acoustic paths and impulse 
responses for the non-reflective condition. The locations of TX, 
RX1, and RX2 have been used in the simulation of Section IV. 
Although the impulse responses in RX1 and RX2 seems to be 
the same, their arrival times of direct waves are slightly 
different. The time difference of 0.125 ms is converted to a 
DOA angle by (3). 

 
Table 2 Average position errors for a 30 dB SNR in meter.  
TX location
in z-axis [m]

GCC-PHAT MF
IR-GCC-

PHAT
SIR-GCC-

PHAT

0.5 1.47 0.42 0.54 0.37

1.0 2.14 3.01 0.52 0.36

1.5 2.32 2.67 0.49 0.41

2.0 2.74 2.89 0.51 0.31

2.5 2.61 3.03 0.49 0.31

3.0 4.01 2.23 0.95 0.58

3.5 3.25 3.14 0.89 0.30

4.0 3.49 1.02 0.70 0.30

Average for all 3.16 2.30 0.64 0.37

 

 
Fig. 6 Measured positions when TX is located at 4.0 m in z-axis. 
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Table 3 Simulation results for other conditions. 

SNR [dB] GCC-PHAT MF
IR-GCC-

PHAT
SIR-GCC-

PHAT

20 2.70 2.38 0.63 0.37

10 3.21 2.56 0.62 0.38

0 5.32 3.02 0.62 0.31

5 5.75 3.21 0.76 0.49

10 5.73 4.40 3.92 1.99

SNR [dB] GCC-PHAT MF
IR-GCC-

PHAT
SIR-GCC-

PHAT

5 0.19 0.17 0.19 0.19

0 0.25 0.17 0.19 0.19

5 1.88 0.17 0.19 0.19

10 5.73 0.17 0.20 0.19

15 5.76 0.17 2.92 0.30

20 5.76 2.16 5.80 3.53

(a) Average position errors for other SNR conditions

(b) Average position errors for non-reflective condition

 

 
Fig. 7 Settings on sound wave propagation simulator. 
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B. TDOA measurement under Acoustic Reflection 

Figure 9 illustrates the acoustic paths and the impulse 
responses when the reflections on water surface and bottom are 
valid. The reflection ratio is set to 𝑹 0, 0, 0, 0, 0.8, 1 . The 
direct wave is observed as the peak of P  (P  in case of RX2) in 
the impulse response. The reflected waves are observed as the 
peaks of P , P , P , ... (P , P , P , ... ).  

Table 4 shows the magnitude and arrive time for the peaks. 
In the magnitude, these values are normalized by the maximum 
value. The peak value of P  is almost the same as P . The 
acoustic path of this reflected wave is highlighted in Fig. 9. 
Since the path length difference between direct and reflected 
waves is slight, the peak difference becomes only 0.004. As 
long as impulse response estimation is ideally done, this peak 
difference would be correctly detected. However, we should 
consider the uncertainty related to noise components in (9) and 
the limitation of time resolution in terms of FFT size and 
sampling frequency. It is hard to distinguish between P  and P .  

In the MF algorithm, the time difference is detected from the 
two time positions with the highest peaks in RX1 and RX2. 
When the correct time difference cannot be detected when the 
magnitude relationship between P  and P  ( P  and P ) is 
reversed.  

The time differences for the peak combinations between RX1 
and RX2 are shown in Table 5. Interestingly, the time difference 
between P  and P  is very similar to that between P  and P . It 
indicates that the DOA angles for the direct waves and the 
reflected waves are similar in the horizontal direction. IR-GCC-
PHAT emphasizes only this time difference by taking the cross 
correlation function for the two impulse responses. We can 
detect the correct time difference from the highest peak in the 
cross correlation function (see Fig. 3), independent of the 
magnitude relationship between the direct and reflected waves. 

Figure 10 shows the acoustic paths and the impulse responses 
under a more reflective condition where the reflection ratio is 
set to R=[0.8, 0.8, 0.8, 0.8, 0.8, 1]. There are many acoustic 
paths caused by the reflected waves due to the reflection on the 
side walls. A lot of peaks are observed in the impulse responses. 
The reflected waves that arrive at the receiver element after 
being reflected on the wall have different DOA angles 
compared to the direct wave. Their peaks does not help to 
emphasize the correct time difference even for taking the cross 

correlation function by IR-GCC-PHAT. 
The reasonable way is to eliminate the unnecessary peaks in 

the impulse responses. It is easily done by replacing a part of 

 

Fig. 8 Example of acoustic paths and impulse responses. 
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Fig. 9 Acoustic paths and impulse responses for surface and bottom 
reflection. 
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Table 4 Magnitude and arrival time for peaks. 

Peak Magnitude
Arrival Time 

[ms]

1.000 10.530

0.996 10.575

0.702 11.990

0.683 12.330

0.664 12.695

0.644 13.085

(a) Acoustic paths for RX1

Peak Magnitude
Arrival Time 

[ms]

1.000 10.405

0.996 10.445

0.701 11.880

0.681 12.220

0.661 12.585

0.641 12.980

(b) Acoustic paths for RX2

 
Table 5 Time differences for peak combinations. 

 

Combinations Time Difference [ms]

and  0.125

and  0.130

and  0.110

and  0.110

and  0.110

and  0.105

 

Fig. 10 Acoustic paths and impulse responses for all reflections.
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impulse data with zero values, i.e., the impulse response 
shortening by SIR-GCC-PHAT. We extract only the peaks of 
P  and P  (P  and P ). 

 We compare the cross correlation functions between IR-
GCC-PHAT and SIR-GCC-PHAT in Fig. 11. IR-GCC-PHAT 
has a high noise floor caused by the reflected waves having 
individual arrival times. It degrades the sharpness of the cross 
correlation peak and prevents the detection of the correct time 
difference. On the other hand, SIR-GCC-PHAT maintains a 
sharp correlation peak and can find a time difference that is 
close to the true value. 

C. Determination of length of shortened impulse response 

We explain how to determine an appropriate value of 𝑠  in 
(15).  Since we want to keep the peaks of P  and P  in the 
impulse response, the arrival time difference between P  and P  
becomes a clue. Figure 12 shows the vertical view of the 
acoustic paths to calculate the maximum path length difference 
between P  and P . Using the parameters related to the TX and 
RX1 locations and the water depth, the maximum path length 
difference is computed as 
 

𝑙 2 ℎ 𝑙 ,                   (17) 

 
where 𝑙  denotes the maximum horizontal distance between 
TX and RX1 and ℎ is the maximum vertical distance between 
RX1 and water bottom (or water surface). The value of 𝑠  in 
sample unit can be calculated by 
 

𝑠 ∙ 𝑓 ,                                  (18) 

 
where 𝑓  is sampling frequency.  

In the simulation evaluation, the value of 𝑙  becomes 
15.58 m when the TX is at [2.5, 12] as the furthest position and 
the RX1 is fixed to [12.5, 0.05] in the x-y axis. We apply ℎ = 
4.5 m from the vertical distance between the RX1 and the water 
bottom. The value of 𝑠  becomes 326 samples (1.63 ms). 

VI. DISCUSSION 

TDOA measurement is affected by the reflection of sound 
waves and noise interference. In TDOA measurement 
algorithms, GCC-PHAT [5] and MF [6] are widely used in 
underwater acoustic localization. IR-GCC-PHAT has been 
reported in our previous work [7].  

We have proposed SIR-GCC-PHAT based on the impulse 
response shortening. By analyzing the acoustic paths under 
reflective environments, we explained that the unnecessary 
peaks that does not help to emphasize the correct time 
difference can be removed in the impulse responses. In the 
simulation evaluation, SIR-GCC-PHAT has shown smaller 
position errors that IR-GCC-PHAT and others in the highly 
reflective condition. As reported in Table 2, average position 
errors are 3.16 m, 2.30 m, 0.64 m, and 0.37 m for GCC-PHAT, 
MF, IR-GCC-PHAT and SIR-GCC-PHAT, respectively.  

SIR-GCC-PHAT has provided comparable noise robustness 

to MF. As shown in Table 3(b), MF and SIR-GCC-IR-PHAT 
can keep smaller position errors less than of 0.5 m up to a 15 
dB SNR for the non-reflective condition. Although IR-GCC-
PHAT can keep high position accuracy up to a 10 dB SNR, it 
is slightly inferior to MF and SIR-GCC-PHAT in terms of noise 
tolerance. 

The proposed algorithm is effective when the water depth is 
shallow and the sound field is surrounded by walls. We assume 
acoustic positioning of underwater vehicles in a harbor and a 
dam as a use case. 

VII. CONCLUSION 

This paper studied the effect of impulse response shortening 
in TDOA measurement for underwater acoustic localization. 
From the acoustic path analysis, we explained that the 
suppression of unnecessary peaks in impulse responses help to 
generate a sharp peak with a correct time difference in the cross 
correlation function. The proposed algorithm showed superior 
position accuracy compared to other algorithms in the 
simulation.  

In future research, we are planning to present how to apply 
the proposed algorithm in three-dimensional localization when 
the depth information is sent in wireless communication. 
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