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Study of Performance Evaluation Methods
for Non-Uniform Speech Segmentation
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means mainly removing non-speech events and addilyo

Abstract—Speech segmentation is a very difficult problemglustering according to speaker identities, envirental and

because of continuous nature of speech. Segmestiegch into
various units (phonemes, syllables, and acoustimsit is essential
in many applications. Choosing the best method egfrrentation
must be preceded by evaluation of its performaridas paper
is a study of various numerical measures for autens@gmentation
performance.
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|. INTRODUCTION

GMENTATION is a task of splitting continuous obige
nto meaningful units. For a speech input, thesiésare
phonemes, words or sentences. The segmentatiotepraian
be viewed as an unlabelled splitting problem whbeeinput
sequence needs to be split into subsequences. t4efion
evaluating the accuracy of the segmentation probiend
to be ad-hoc with researchers using their own nusthguch
as allowing 10% overlap between the predicted satgdeand
the ground truth. Since non-uniform segmentatiomgesing
more popular some evaluation methods should beetkfior
common and general use.
In the vast majority of approaches to speech retognthe

channel conditions. Yet another
is by phonetic features (not necessarily phonempgs)
by applying wavelet analysis. There is also regearc
on syllable segmentation [5]. Another meaning ignsenting
due to partially correct transcriptions [6]. In ghicase
segmentation is combined with recognition. We cdso a

possible segmemtati

performance measuresinderstand segmentation as the process of breaiagch

into phonemes [7], [8].

In many applications, like speech recognition, thest
common segmentation method is to use constantftangng,
for example into 25 ms blocks [9]. This method bgadrom
simplicity of implementation and the ease of conmmablocks
of the same length. However, the different lendthlmnemes
is a natural phenomenon which cannot be ignorededeer,
boundary effects provide additional distortion. Aonm
satisfactory approach is an attempt to find the nehee
boundaries. A number of approaches have been mgyio
suggested for this task. Segmentation can be coediuc
by filter bank energy contours analysis [7]. Neunatworks
[10] have also been tested, but they require tiowsgming
training. Segmentation can be applied by the segmeudlels
instead of the hidden Markov models (HMM) [11].

speech signals need to be divided into segmentsreébefPartitioning is based upon the model decode. lowal

recognition can take place. The properties of tignas
contained in each segment are then assumed to ristant
or in other words to be characteristic of a singziet of speech.
Other levels of speech segmentation are often atedu
as a part of further analysis in speech recogngimtems.
Speech segmentation can be used for a numberfefetit
tasks. Often it is used for word segmentation. This be done
by Viterbi and forward-backward segmentation [Lhother
applied method is based on mean and variance aftrape
entropy [2]. A different problem covered by the samame
is separating silence and speech from an audiadisgp[3].
The method uses so called TRAPS-based segmeniatidn

Gaussian mixture based segmentation. Segmentataa h
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boundaries to be located only on several fixed tjwos
dependent on framing (on multiplied length of omanfe).
The analysis of the first derivative of power inffelient
frequency sub-bands gives another opportunity stindjuish
phoneme boundaries [8]. Many phonemes exhibit rapid
changes in particular sub-bands which can deterrttied
beginnings and endpoints. The typical approachhtonpme
segmentation for creating speech corpora is toyagyrhamic
programming for time alignment [12]. This method visry
accurate but demands transcription and hand segtimnt
of some utterances to start with.

Il. WAVELET SEGMENTATION SCHEME

Presented wavelet segmentation algorithm (Fig. d9eb
on detection of huge rapid energy transitions amaiffgrent
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scheme and discrete Meyer decomposition wavetetdil[4],
[8], [13], [14]. First step of processing insists oalculating
temporary power of discrete wavelet spectrum (DWT).
All power signals are then smoothed using improVeley’s
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Fig. 1 Intermediate signals and wavelet segmemtatiocan utteranceTym
mozna atakowac (left) and algorithm simplified scheme (right).

non-linear smoothing algorithm [15]. Time-derivass
of power envelopes are calculated and aggregatediiyning
operation. Obtained rate-of-change function is tkeanned
to find the prominent peaks using algorithm simitar one
presented in [16]. Two algorithm parameters (gndly be set
to adjust global sensitivity and local restrictimf peak
detector. Changing them alters the segmentationracg and
evaluation results. To illustrate the evaluationogesss
parameters vary within specified ranges: g=[0.0%, 0.2, ...,
0.9] (dots in figures) and I=[0.5, 0.1, 0.3, 0.6, 3] (lines
in figures) in this work. Increasing g and/or dexsiag | forces
algorithm to find more segments.

I1l. PERFORMANCE EVALUATION METHODS

tres :[tr,lv tr 2, ---,tr,n]

7 >

\ insertion \ \‘ t[ms]

tauo =[t1, toy - il

Fig. 2 Reference/automatic segmentation model. iNisborder (deletior
and false alarm (insertion) cases have been testr

deletion

efficient. Human is able to distinguish two acocistivents
separated at least by 20 ms time-gap. Thereforeshuot
acoustic units like plosives, stops, may be précise
distinguished and located in signal.

Visual inspection of the signal gives an opportutit time-
freeze the speech. This approach utilizes timeesamipthe
waveform or its spectrogram. Short-time Fourierduoas
transforms (S-TFT, DCT), and many types of feat(ksCC,
LPC, PLP, Wavelet spectrum, Entropy, Zero-crossatg) are
most commonly used. Unfortunately time-spectrum &afy
kind) not always explicitly represents nuanceste speech
and proper training of examiner is necessary.

Time consumption of examining the segmented rengsdi
is the important problem. It is impossible to ewtu the
segmentation performance over a whole speech cdtikes
TIMIT or AURORA) by a single man, thus obtained
evaluation results are never precise and satisfacthis kind
of measuring of the performance is useful in intrcidry and
system-designing works only.

B. Purpose-oriented measures

Speech segmentation is usually a part of a comgperch
recognition, annotation, synthesis, compressioprocessing
system. Result of the system activity can be measwith

Three general classes of performance measuresbeill usually well defined criterions like:

presented in this paper. Each of them is suitadlelifferent
purposes. Their goal is to give rate of how precisel
apposite the segmentation results are.

We present results obtained with non-uniform wavele -

segmentation on the Polish speech datalaspora’97 [17].

Evaluation was performed on the set of male 5 sprsalf 356
utterances each, what gives 1825 utterances (2698f=nce
phonemes in total). For comparison uniform segntemtdas
been performed for various frame lengths (w = [&, 20, ...,
100] milliseconds, depicted by crossed line platsmost
figures).

A. Subjective approach

Working with human-related signals, like speechlegian
opportunity for using our senses to investigate qudte the
results of work. However, this may be misleadingice
resolution and capacity of aural and visual apparadre
limited [18].

Aural inspection of speech segmentation is possialenot
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- Word recognition ratio

- Word error rate (WERR)
- Phone recognition ratio
Phone error rate (PERR)

- Signal-to-noise ratio (SNR)

- Compression ratio

- and others...

This approach is widely used because results caznbity
compared and are in fact most important criterions
of efficiency, when segmentation is component ef sgstem.
Results obtained in this way are comparable andngly
advisable in researcher’s practice.

C.Objective, numerical measures

In this chapter most important objective and nuo@ri
criterions will be presented. Most of them relytba reference
segmentation which is usually difficult to obtaiBecause
of continuous nature of speech production, no true
segmentation may be defined at all for some phoneme
boundaries (diphthongs). This is the main probleroreating
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reference segmentation (by hand and/or by usingnigattion X
algorithms) and using it for evaluation of autoratis 100
segmentation algorithms. However, proposed mettstdls E g 8
have many important advantages. They are compoéiyo o 80 E 6
efficient and easily applicable. Their major adeay is ability % T 4
of processing big amounts of data for obtaining parable 2 60 % 2
results, what is not possible with supervision. @ied o n
: o . = 40 0

methods provide also possibility of verifying robwess § 1 200 200 0
of segmentation algorithm ip wide range of signanditions = Global sensitivity (dots) Relative length error [%)]
anql V\_/hen no purpose-orlen'ged approach may .be useqy i frame length [10'! s] (crosses)
Objective measures may provide strong, useful atidbie = <
evaluation tool, when accompanied by other methodtst is = =
described in section Ill. £ 10 £ 10

Most of presented methods are statistical, whataissed § E
by stochastic nature of the measured object andllyshig & 5 & 5
variable amounts of data. In most cases typicalaegips '% §
of statistical mathematics is being used (meaneyalaviation, g 0 7 f;_’ 0
histograms or probability density functions). Eaekult may 2 o 200 4008 0 200 400

be presented in absolute (usually milliseconds)relative Segment length [ms] Segment length [ms]

(percentage) form. Fig. 3 Mean relative length error for differemlf values ofsegmentatic

Reference speech segmentation of sigs§l is defined aigorithm (' - dots, 1’ - lines) and various uniform segmentation durz
by vector (crosses). Histograms of relative error and segrdarations forg=1, 1=0.4
tes —[t bt t N] (1) prepared in 10% and 10 ms bins respectively. Logaimum of the uniforr

ref =L, 1 Yr,2y =5 tr,

segmentation length error corresponds with the bthe average leng

of N segment border’s time-marks. of reference segmentation (50 m).

Automatic segmentation is defined in similar wayegtor

taro =t tor -+ tul @ - 8
of M automatically derived segment borders. Both vecioe £ 20|gs- - 6
usually of different lengths and finding a corresgiog 3 15 g
borders is necessary at the beginning. S “ 2
8 10 S
© []
Border accuracy 5 5 @ 2
Most intuitive approaches base on measuring whahes s
difference in the localization of the detected azférence 00‘ 05 1 0_100 0 100
borders. This is defined by Global sensitivity (dots) Accuracy [ms]
Jm = tr " —tm (5) Uni-frame length [10°1 s] (crosses)

and should be taken into account only when propédig. 4Mean accuracy of automatic (dots) and uniformgses) borders (le
correspondence of the borders is set (i. e. withendefined ~2nd histogram of border accuracy g1, 1=0.4 in 5 ms bins (right).
neighborhood). This value may be normalized witke th

reference segment length to obtedtative accuracy accuracy measure. It is defined as a percentagabgmiute
o number) of boundaries which accuracy varies wipecified
Jr'n =—n (6) ranges. Histogram of accuracy values (Fig. 4) mrewilot
tr,n+1 _tr,n of information on the segmentation algorithm prdiesr and
however, results presented in absolute form (retiimds) are characteristics and was widely used in many wor&g].[
very intuitive and well comparable. It provides reliable and easily comparable resdltss is one
Mean accuracy value of the predominatingly used and important approsche
M to segmentation evaluation.
>4,
O = ml , ™ Fuzzy Recall and Precision

M Fuzzy logic is a tool for embedding structured homa
where M stands for the number of examined bordees; be knowledge into workable algorithms. In a narrowsserfuzzy
computed as wellThis measure is reliable as far as théogic is considered a logical system aimed at mlog a
reference segmentation is. For accuracy value thess few model for modes of human reasoning that are appetei
milliseconds it loses its meaning because referdate are not rather than exact. In a wider sense, it is treated fuzzy set
usually prepared so precisely. theory of classes with unsharp boundaries [21].ziFUmgic
Interval accuracy (refinement) is strongly related to the found many applications in artificial intelligenckie to the

Issue 2, Vol.1, 2007 169



INTERNATIONAL JOURNAL OF CIRCUITS, SYSTEMS AND SIGNAL PROCESSING

Fig. 5 The general scheme of seBswith reference boundaries akdwith
detected ones. Elements Af have a gradd(x) standing for probality
of being a correct boundary. In a §ethere can be elements which were
detected (in the very left part of the plot).
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Fig. 6 Fuzzy recall and precision of the automatic (dasd uniforn
(crosses) segmentation.

introduction of the opportunity of numerical andnolic
processing of a humanlike knowledge. This kind rafcessing
is needed in proper evaluating of many types ofrsegation.
In our case we are interested in phoneme boundaatibn.
Detected boundaries may be shifted more or leds mwipect
to a reference segmentation. This 'more or lesskesva
a crucial difference and cannot be mathematicaligcdbed
in a boolean logic.

Fuzzy recall andprecision segmentation evaluation method
[22] is based on the well-known recall and precisio

100

Insertion rate [%]

Deletion rate [%]

0
0
Global sensitivity (dots), Uni-frame length [10'1 s] (crosses)

0.5 1 0.5

Fig. 7 Segment insertion and lelion rate of the automatic (dots)
uniform (crosses) segmentation.

Insertions and deletions

All previous methods concern automatically obtained
segments for which reference could be found. When n
corresponding reference segments can be found,esegtion
errors of different nature take place. This sitatusually
occurs when to many borders have been automatically
detected. This is over-segmentation which is meabsur
by segments’insertion rate (false border rate, false alarm
rate).

While processing big amounts of data, absolute mumb
of insertions may be difficult for interpretatiothus relative
insertion rate defined as

_ number of insertions
number of automatically obtained segments (7
is advisable. This value gives information on wpatcentage
of automatically obtained segments is a false al@éfig. 7).
Increasing algorithm sensitivity usually increasesertion
rate.
Deletions occur when no automatically derived borckn

evaluation method [23]. However, in [22] approacdiculated be assigned with a reference border. This is sgeatation
boundary locations are elements of a fuzzy setafdhary measured witlleletion rate (missed border rate). This is very
operation T-norm describes their memberships. Tanorimportant criterion because missing a segment sabsge
is defined as a function T : [0; 1] x [0; 3} [O; 1] which changes in spectral properties of segment and lysaabig
satisfies commutativity, monotonicity, associagiviand for decrease in general system performance (recognition

which 1 acts as an identity element. As usual italieand
precision, one set contains relevant elements.ofier is the
set of retrieved boundaries. An evaluation gradegushe
number of elements in each of them and in the&rggction
was calculated. The comparison of the number avesit
boundaries and a number of elements in intersedives
precision. In a boolean version of the evaluatiethad it is
information about how many correct boundaries wered.
In [22] it is evaluated not only how many boundarigere
detected but how accurately they were
by incorporating fuzzy logic. The comparison of tinember
of retrieved elements and intersection gives reaallich is
a grade of wrong detections. In this case fuzzyclaows
to evaluate not only a number of wrong detections dso
their incorrectness. Each retrieved boundary hpsohability
factor which represents being correct information.
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detected

compression). Insertions errors are much easieandle with.
Relative deletion rate is a good way of presenting the result.
Itis defined as
number of deletions

" number of reference segments ®)

and reports what percentage of reference bordersitiabeen
detected in automatic segmentation process (Fig. 7)
Correct detection rate
number of correct detections

number of automaticaly obtained segments

can be defined in similar way.

These methods give information on sensitivity ok th
segmentation algorithm and are very important ipliaptions
and therefore for general performance evaluatioelative
rates are useful when comparing the algorithm exatl
on different sets of data or referencing to othewnsrks.
Besides interval accuracy, methods presented in this
subsection are most widely used [16], [24], [25].
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Fig. 9 Hybrid plots of different evaluation measures jaevinsight hou
uniform segmentation (crosses) differs from autémabon-uniform
segmentation (dots). Properties different evaluation methods may
compared.

Other segmentation measures

provides opportunity to judge some general features
of segmentation algorithm. Because of importance traf
insertion anddeletion rates combined plot (Fig. 8, left) is very
important way of quoting the results. Plots in Fgnot only
gives information on performance of segmentation &go
allow comparison of different evaluation methodsieCcan
compare results of accuracy and fuzzy precisioainbtl with
the same data. Significant difference is noticedtteuniform
segmentation case within each column in Fig. 9.iod&r
performance rates can be combined to obtain overall
performance rate. Arithmetic product of chosen gate the
most straightforward solution.

Among all presented approaches few are the mosiriaout
in general use. Purpose oriented measures (WERRRPE
WRR, PRR, SNR) should be always used if possibleeiV
no such information is available simultaneous usesertion,
deletion and accuracy or fuzzy rates is the betbop25].
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