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Abstract— Radio frequency identification systems with passive tags dramatically increase the ability of an organization to acquire a vast array of data about the location and properties of any entity that can be physically tagged and wirelessly scanned within certain technical limitations. However, if multiple tags are to be identified simultaneously, messages from the tags can collide and cancel each other out. One of the popular anti-collision algorithms is the ALOHA-type algorithm, which is simple and has good performance when the number of tags to be read is reasonable small. In this paper we extended our previous research [8, 17] to build a more efficient dynamic framed slotted ALOHA for passive tags in RFID systems under the condition titled “maximum efficiency” [8]. Also the behavior of the ALOHA for RFID passive tags is investigated, which facilitates the future relevant research projects.
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I. Introduction

Organizations utilize modern information systems (IS) to acquire, interpret, retain, and distribute information [1]. Technological innovations in information technology (IT) continue to improve the cost-performance capabilities of organizations to perform these four basic IS tasks. Intelligent agents and knowledge management systems allow managers to interpret data and information to create useful managerial knowledge [2-3]. Technical improvements in storage media allow firms to amass vast data warehouses, while ever increasing processing power allows managers to mine their data for useful information about their operations, existing customers and potential markets. Further, advances in technology-based real-time information gathering and decision support systems promote real-time decision making that allow organizations to refine their operational performance.

Recently RFID (radio frequency identification) has attracted considerable attention as an alternative to the bar code in the distribution industry, supply chain and banking sector. This is because RFID system that has the advantage of being contact-free and can hold more data than the bar code. However, if more than one tag responds to the reader, their responses can collide on the RF communication channel, and thus cannot be received by the reader. This is referred to as the “tag-collision”, one of the most significant limitations of RFID systems [4-7].

Researchers have been addressing this problem in various ways; some methods seem to increase data transmission speed by extending the frequency bandwidth to increase tag identification efficiency via minimizing tag collisions. This is not a very satisfactory solution as the frequency band will always be limited. The most widely used techniques are the framed slotted ALOHA algorithm and binary search algorithm. Since it is simple implementation, the framed slotted ALOHA algorithm is the most frequently used [7, 9]. For example, Type A of ISO/IEC 18000-6 and 13.56 MHz ISM ban EPC Class 1 uses the Framed Slotted ALOHA algorithm and Type B of ISO/IEC 18000-6 and 900 MHz EPC Class 0 uses the binary search algorithm.

As most RFID systems use passive tags, frame sizes are limited in the framed slotted ALOHA algorithm [12-15, 17]. In this algorithm, a tag randomly selects a slot number in the frame and responds to the reader using the slot number it selected. When the number of tags is small, in this method, the probability of tag collision is low, so the time used to identify the all tags is relatively short. But as the number of tags increases, the probability of tag collision becomes higher and the time used to identify the tags increases rapidly. Su-Ryun et al. [10] raised an enhanced dynamic framed slotted ALOHA algorithm for RFID tag identification to obtain a slot efficiency of more than 85% for about 1000 tags with frame size up to 256 slots. Huang presented [8, 17] a close mathematic form and showed the method presented in [10] becomes a special case of [8, 17].

In this paper we first extend the results obtained [8, 17] from the case of a very large number of passive tags in an identification RFID system, based on dynamically maintaining maximum efficiency in the whole identification process. We shall also discuss and correct the problems and mistakes shown in the analyses in [11]. The final simulation results show that our method significantly improves the “identification time” in comparison with the other two discussed methods in this paper.

II. Improved Enhanced Dynamic Framed Slotted ALOHA Anti-collision algorithms

There are many papers discussing various framed slotted ALOHA anti-collision algorithms, including dynamic ones [8-15]. Generally, in the framed slotted ALOHA anti-collision method, the system efficiency decreases as the number of responding tags becomes larger. Following the paper [8, 17], assume that the reader uses a frame size of $N$ slots and the number of responding tags is denoted by $n$. The probability
that $k$ tags exist in one given slot is a binomial distribution as below:

$$P(X = k) = \binom{n}{k} p^k (1 - p)^{n-k}$$  \hspace{1cm} (1)$$

Where $X$ is random variable, $p$ is a success probability. Since we are looking at one slot of the frame for the responding tag and every slot in a frame has equal probability to get the responding the tag means that we have $p = 1/N$. Thus we highlight the binomial with “$B$” having

$$B_{N,n} = \binom{n}{k} \left( \frac{1}{N} \right)^k \left( 1 - \frac{1}{N} \right)^{n-k}$$  \hspace{1cm} (2)$$

Therefore, the expected number of tags read during one read cycle is given by the following, where we are focusing on one tag responding:

$$a_{N,n} = N \cdot B_{n}^{-1} \left( \frac{1}{N} \right) = N \cdot n \left( \frac{1}{N} \right)(1 - \frac{1}{N})^{n-1}$$  \hspace{1cm} (3)$$

Where, $a_{N,n}$ denotes the number of slots with $k$ tags with the frame size of $N$ and $n$ unread tags. Therefore, following the definition of the system efficiency given in [8], we have

$$\text{System Efficiency} : \frac{\text{the number of slots filled with one tag}}{\text{current frame size}} = \frac{a_{N,n}}{N}$$  \hspace{1cm} (4)$$

If the number of tags is very large then the optimum system efficiency is about 35.5% for all the $N$ and $n$ as illustrated in Figure 1. We may keep this optimum system efficiency for all the frames when the tag numbers are so large such that they can be divided into multi-frames. Now we have an improved enhanced dynamic framed slotted ALOHA (IEDFSA), namely we can use the previous information to estimate the unread tag number and make a decision in the beginning or we can use the optimum condition as the first reading and establish read information for the next step. Then, we keep the optimum condition as threshold to build a frame if there are a large number of tags (grouping the tags). If the numbers of tags are not so large, we can return to the method described in [8, 17].

III. Efficient dynamic framed slotted ALOHA for RFID passive Tags

Before we establish our efficient dynamic framed slotted ALOHA algorithm, let’s have a look at the system efficiency with different frame sizes defined by equation (4) where we have picked five sizes, namely $N \in \{32, 64, 128, 256, 512\}$ shown in Figure 2.

Figure 2: System efficiency with different frame size, $N \in \{32, 64, 128, 256, 512\}$

It is important to note the dashed line at the system efficiency of 35.5% in Figure 2, which we can maintain while we dynamically change the frame size.

Now we need to establish a method to decide the frame size, in terms of the slot number $N$. If we know the unread tag number after the previous round, $n$. The first thing needs to be done is to determine the condition for which the system maintains its maximum efficiency. From equations (4) and (5), we have the following relation:

$$\frac{d}{dN} \left( \frac{a_{N,n}}{N} \right) = \frac{d}{dN} \left[ N \cdot n \left( \frac{1}{N} \right)(1 - \frac{1}{N})^{n-1} \right] = 0$$  \hspace{1cm} (6)$$

which reduces to the condition $N \sim n$ as we expected. Since this would be the condition that maintains maximum efficiency. In fact we can re-write the relation equation (5) for $n$ as follows:
This relation shows that if \( n \) is known we can obtain the related value of \( N \) that keeps the system at maximum efficiency. Figure 3 shows this relationship.

\[ N = \frac{1}{1 - e^{-\frac{2n^2}{\ln 2}}} \]  \( (7) \)

Now we are going to investigate the method of determining the number of unread tags in an RFID passive system. Following the definition given by the paper [11], we have the collision ratio, \( C_{\text{ratio}} \), as the ration of the number of the slots with collision to the frame size. As we know that [16] for the system we have discussed, there are three states at any time slot namely: 1. idle state that the system does not transmit at all (only ready state); 2. transmitting but failed with collision; 3. transmitting and successful. We statistically have the relation as follows:

\[ P_{\text{idle}} + P_{\text{coll}} + P_{\text{succ}} = 1 \]  \( (8) \)

where \( P_{\text{idle}} = \) the probability of the system state being at idle, \( P_{\text{coll}} = \) the probability of the system transmitting but failed with collision; and \( P_{\text{succ}} = \) the probability of the system transmitting and successful.

If we assume that a probability that one tag transmits at a particular slot in a frame is \( p \). We have the following equations:

\[ P_{\text{idle}} = (1 - p)^n \]  \( (9) \)
\[ P_{\text{succ}} = n \cdot p \cdot (1 - p)^{n-1} \]  \( (10) \)
\[ P_{\text{coll}} = 1 - P_{\text{idle}} - P_{\text{succ}} \]  \( (11) \)

Therefore, we have the mathematical expression for the collision ratio as follows:

\[ C_{\text{ratio}} = \frac{P_{\text{coll}}}{N} \]  \( (12) \)

Substituting equations (9), (10), and (11) into equation (12), we have:

\[ C_{\text{ratio}} = \frac{1}{N} \left[ 1 - \left(1 - \frac{1}{N}\right)^n \right] \]  \( (13) \)

It is worth noting that in [11] in their equation (18) the factor of inverted slot number was missed, increasing the collision ratio by a factor of \( N \). The relationship between the collision ratio and the number of tags is shown in Figure 4, where the \( N \in \{32, 64, 128, 256, 312\} \).

We can use equation (13) to identify the number of unread tags after the round just completed, since the used frame size, in terms of slot number, was used that must known. Or we can checked by the just completed round, the collision ratio should be known as well, say \( C_{\text{ratio}} = 0.4 \), which means that 40% of the last reading processing is in the collision state. If we used the frame size in the just completed round is \( N = 128 \) slots, we have about 180 unread tags (or if we used \( N = 256 \) slots for the frame size we just used, we have 360 unread tags). Therefore we have the unread tags from the just running. In terms of theory, we can obtain the following frame size from the relation shown in Figure 3. However, it is noted that in particle a frame size should be limited by other parameters in the system, such as the latency time, which highly depends on the frame size. If we take the frame size is too large we shall have very large time delay on the other hand, if we take too small of the frame size we shall have the collision problem. Therefore we need to used the obtained number to equation (7) and obtain the corresponding frame size. Here we use the word “corresponding” means that even we have 1000 unread tags, as an example. We may use \( \forall N \in \{32, 64, 128, 192, 256, 312\} \) depends on the operating system. Then we can keep the system in maximum efficiency (~35.5%) to decide the next round frame size.

IV. SIMULATION RESULTS

We used the frame structure as shown in [16] to obtain the tag identification time. The algorithm is operated by the reader driven method. It is assumed that the length of tag ID is 36 bits and there are no errors in the wireless channel during the algorithm procedure. The simulation results are shown in
Figure 5. We have used from zero to 900 tags. There are three cases with three different algorithms as follows:

1. Identification is run for a fixed frame size with slot number equal to 128, namely “frame = 128 slots” in Figure 5.

2. Identification is run for a fixed frame size with slots number equal to 256, i.e. “frame = 256 slots” in Figure 5.

3. Identification is run by our “efficient dynamic framed slotted ALOHA (EDFSA) algorithm, namely “dynamic frame” in Figure 5.
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Figure 5: The simulation results with three different algorithms

We can clearly see, in Fig5, that when the number of tags is less than about 200, there are no significant differences between the three algorithms. This is because the number of tags is small enough to be handled by those algorithms. In fact, the case with frame = 128 slots, is starting to be harder to handle. When the number of tags is increased, the differences between the algorithms become obvious. The identification time for the “dynamic frame” algorithm shown in Figure 5 is linearly proportional to the number of tags, which makes it the most efficient because it varies the frame size on a “round” by “round” basis corresponding to the unread tags determined in the previous round.

V. CONCLUSIONS

We have carefully investigated and established a dynamic framed slotted anti-collision algorithm for passive tags in RFID systems under the maximum efficiency obtained in our previous paper [8]. Also the behavior of the ALOHA for RFID passive tags is presented, which facilitates the future relevant research projects. The results from the three cases were investigated as shown in Figure 5. It is worth noting that we have use the “identification time” as a quantitative criterion to the “efficient” behavior of an algorithm. The algorithm of the “dynamic frame” always obtained better results than others as shown in Figure 5.
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