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Abstract: Homeostasis is a property of a system that regulates its internal environment in order to maintain 
stable condition. This property is typical for biological systems and therefore also for neural cell. This article 
presents one possible use of the idea of homeostasis in the field of the artificial neural networks. The 
proposed neuron is a homeostat for which the state of equilibrium means a situation when the level of 
acceptance of its output reaches its maximum. The neuron is operating with two kinds of information: its 
input signal (as any artificial neuron), and the input weights of other neurons that are receiving its output. 
This idea is inspired by the fact that the biological neuron can know which part of its output energy is 
accepted by other neurons. Several methods of the learning are presented. The main feature of the proposed 
neuron is the independence of the learning mode; no teacher or higher structure are needed as for example in 
back-propagation algorithm. Several qualities of the homeostatic neuron, such as stability, speed of learning 
and independence, are discussed. The results of the first test are presented.
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1 Introduction
The neural networks are already a classical 
approach in computer science. Its main paradigm, 
the artificial neuron, is an idealization of 
biological neuron. The neural cells is known for 
more than 100 years, but there are still unsolved 
questions regarding the mechanism in which the 
neurons and the whole networks work, even 
though its applications are used in many original 
ways [1]. The exact method of learning of the 
neural networks is still one of the ‘mysteries of 
the nature’. During the 20th century, several 
artificial neurons have been proposed, some of 
them proved to be suitable for practical tasks. 
The most commonly used model is MsCulloch-
Pitts neuron. The main advantage of this model is 
its simplicity. On the other hand, it is clear that 
the real world neuron is much more complicated.
As there are several types of artificial neurons, 
there are also some ways of how to organize the 
neurons into a network and how to learn them. 
The learning methods can be divided into two 
types-supervised learning and unsupervised 
learning. The supervised learning requires a 
‘teacher’, which is in fact a function that informs 
the neuron about the correctness of its setting. It 
seems that in nature only the unsupervised 
learning can exist, however, the reality is more 
complicated. In the real world, we can expect 
existence of some ‘teacher’, as there must be 

always at least this closed loop: sensors-neural 
network-effectors-real world-sensors. On the 
other hand, we can expect some level of 
independence of each particular neuron. In fact 
the neural cell is a very complex structure, whose 
internal complexity is even comparable to the 
complexity of the full human brain. Therefore we 
suppose that the neural cell can perform quite a 
complicated operation.
The design of this model was motivated by
intents to simulate brain functions by neural 
networks. This work is a part of a more general 
project that is focused mostly on modeling the 
brain functions. Several artificial models of brain 
or its parts have already been realized [2]. 
Models of driver’s behavior are important for the 
identification of dangerous states, such as micro 
sleep of the loss of the attention; however, the 
possible uses are wider. It can be used for 
example for the noise control as suggested in [3]. 
Evolutionary computing has proven to be a 
strong method in connection with neural 
networks [4, 5].
In order to build a neural network it is necessary 

to define its basic unit, an artificial neuron. Two 
basic requirements were respected for the 
construction of this neuron: the similarity to 
biological neuron (at least in its basic parameters) 
and the simplicity. The exact copy of biological 
neuron isn’t achievable and is also not desirable, 
because we won’t be able to analyze its functions
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[6]. The biological neural network can do the 
same types of task as the artificial networks: 
prediction and classification [7, 8]. Another 
common characteristic of both artificial and 
biological neural networks is the ability to 
generalization and abstraction [9]. The 
possibility of solving never seen problems brings 
new opportunities to both information theory and 
everyday life problems [10, 11, 12].
The basic idea is that the neuron is able to change 
its weights and by this change to increase its 
importance in the whole network. In further text, 
the term input weight wi will denote the weight of 
the connection that is leading the signal into the 
reference neuron, and the term output weight wo

will denote the weight of the connection that 
transfers the output of the reference neuron to 
others neurons. Utility is real number that 
quantifies the importance of the reference neuron 
to other neurons. The utility is calculated as a 
function of output weights, meanwhile the output 
weights depend on the the neuron, and therefore 
on the input weights.
The biological inspiration is obvious, because the 
proposed neuron is in fact an information 
homeostat. There is no reason why the idea of 
homeostasis should be limited to energy or 
physical qualities, such as salinity, humidity or 
temperature. On the other hand, we can expect 
that the principle of homeostasis is common to all 
living entities. 
The basic idea is that the neuron is willing to be 
useful to other neurons. If the other neurons are 
interested in its output, it will send them majority 
of its output energy; otherwise the output energy 
will return to the reference neuron. We can 
imagine that the neuron is programmed so that it 
tries to maximize the part of its output energy 
that is accepted by other neurons. If it is not able 
to do so because of some reason, it will produce 
less output or output energy, or it will die 
completely. This idea is in accordance with our 
knowledge about the neural cells, as the majority 
of the neurons die out quite soon after the birth 
(soon with respect to the whole life of the 
organism) and only some small part of the cells 
remains active during the whole life of the 
organism. 

2 Methodology
The proposed neuron is based on McCulloch-
Pitts model of artificial neuron that is illustrated 
on picture 1.

Picture 1: McCulloch-Pitts model of neuron

Mathematically, its function is described 
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. In this paper, a new 

improvement of this model is presented. The 
proposed neuron is able to improve automatically 
its function in a manner that is similar to 
biological neuron. The similarity to biology was 
one of the basic requirements; therefore the back 
propagation algorithm [13] can’t be used. The 
reason is that in this model the backward 
connections are identical to forward connections. 
There are no special communication channels for 
the back propagation of the error. The neuron 
doesn’t calculate the difference between desired 
and real value, it only observes the weights of the 
output connections. The basic presumption is that 
the neuron seeks to be as useful as possible, 
which means that it intends to make the other 
neurons to set their input weights to the greatest 
possible value. The weights are limited to 

interval 11; because of practical reasons. 

With the respect to the negative values, it isn’t 
possible to determine the importance of the 
connection directly by its weight. For instance, a 
connection with weight –0.8 is more important 
than weight 0.3. Therefore, the absolute values or 
the squares of the weights are used instead of the 
the values directly.
The process of the learning of the neuron can be 
described by the following algorithm:
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1. neuron sets its input weights to random values
2. neuron performs the forward phase (the 
computation of the output values)
3. neuron evaluates the output weights 
4. neuron adds dw to the weight of the first 
connection
5. neuron repeats the forward phase; computes 
the output of the same input with the changed 
weight
6. if the previous change made the output 
weights greater, the neuron will confirm the 
change. In the contrary, it will take off dw from 
the first connection
7. neuron repeats steps 3 to 6 with all 
connections and all inputs

This algorithm can be used for neural networks 
with one layer. In networks with more layers
[14], there will be different delays of the signal 
with the information about the utility. These 
delays will cause instabilities that will make 
impossible the direct use of this method because 
in these multilayered systems the change of the 
input doesn’t influence the output immediately. 
For neural networks with more layers the
algorithm must be modified. This work will deal 
only the learning of a neuron as a part of one 
layered neural network. However, some solutions 
for multilayered networks are suggested.

Diag. 1: Process of learning of the homeostatic 
neuron

The more detailed algorithm is shown on diag. 1, 
from which is obvious the relative simplicity of 
the code. To calculate the importance of the 
neuron, several methods based on different 
theories can be used. The first extreme case is 
searching such setting of the input weights that 
maximizes the sum of absolute values of the 
output weights. In other words, the neuron is 
trying to be interesting to all of the neurons in the 
higher layer. The other extreme case is neuron 
that is trying to be interesting for only one neuron 
in the higher layer. This neuron is searching a 
setting for which the maximum of the output 
weights is maximal. Between these extremes 
there are many compromise variants. For 
example, the neuron may try to increase its 
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importance to some given number of output 
neurons. During the process of learning, the 
neuron can set the weights, the slopes and the 
thresholds. The process of setting of the slopes 
and the thresholds is analogical to the weights. In 
this article, only the weights adjustment will be 
discussed.

2.1 Learning of the neuron by the sum of 
the output weights
This method is finding such vector of input 
weights Λ= {w1 ,w2 , . . wn} for which the sum 
of the absolute values of the output weights is 
maximal. This model corresponds well to the 
biological neuron, because there is only one axon 
leaving the biological neuron and therefore the 
neuron can only know the total amount of the 
signal that is accepted by the others, not the 
particular weights. In the case of artificial neuron,
we expect also the negative weights. Because of 
that, the neuron will sum the absolute values. The 
utility q is:

 
n

=j

o
jw=q

1

(1)

Another option is to use the square values:

 
n

=j

o
jw=q

1

2
(2)

Method according to (2) will lead to different 
values than (1), as it prefers the changes of high 
absolute values. The neuron based on (2) won’t 
be interested in improving the output weights that 
are close to 0, as the improvement of these 
weights will have smaller impact on its overall 
utility. For example, the combination of the 
output weights [0.5, 0.6] is better than [0.1] when 
considered according to (1), otherwise the second 
combination is better.
The neuron must be equipped with a memory and 
a function that enables the computation of its 
utility. The memory makes possible the 
comparison of the current utility with at least one 
of the past values. The neuron doesn’t know the 
number of the outputs and therefore doesn’t 
know the maximum of the utility q. Therefore it 
will never be aware of reaching the optimal 
homeostatic position. The process of the learning 
will last for the whole time of the existence of the 
neuron.

2.2 Learning of the neuron by the 
maximum of the output weights
Another possible type of training is based on the 
idea that the neuron is willing to increase its 
importance to only one neuron in the output 
layer. In this case the optimal setting maximizes 
function

   n,j;w=q o
j ..0,1max      (3)

In this situation, the neuron can see whether its 
setting is ideal or not by comparing its utility q to 
maximum value, that is 1. When max |wo|=1, no 
further improvement is possible. The problem is 
that in situation with many output neurons, the 
probability that at least one of them is close to 1 
is high. Then there will be no learning since the 
initialization of the process because the neuron 
will be close to its optimal position. This problem 
can be solved by adding another criterion that 
will take into account more neurons.
There are many other ‘compromise’ solutions 
that use advantages of both methods. One 
example is a neuron that is trying to maximize its 
importance to some given number of neurons in 
the output layer. This variant seems to be quite 
promising for future networks because it is most 
realistic. In the real-world network on can expect 
that the neurons are trying to be important for the 
others, but also they are not able to be important 
for all of them. Therefore this compromise 
solution (sum of some number of highest 
absolute values) seems as a model.

3 Results
The neuron was programmed in MATLAB
R2008b. The function of learning is based on 
methods described in Part 2. The input is a vector 
of any length composed by ones and zeros. The 
output is a real number from (0, 1) interval. This 
number determines the values of the output 
weights, which are the ‘second input’ of the 
neuron. The external parameter sets which 
function will be used for evaluation of the quality 
of the setting (sum of absolute values, square, 
maximum or other).
An important step in the design phase of this 
model was the definition of the output layer. This 
layer is necessary because the previously 
described neuron can be tested and improved 
only as a part of functional virtual environment. 
The model of the output layer simulates the 
vector of the connections between the reference 
neuron and the higher layer. The realization of 
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this layer was the major difficulty of the whole 
model. The neuron’s functions are well defined 
and therefore its code can exactly fulfill its 
functions, but the output layer has many 
dubiousness and ambiguities. 

Picture 2:  Scheme of the neuron and its 
environment

Picture 2 illustrates the realization of the test 
loop, where generation of the inputs is not 
included. The neuron is receiving input weights 
and is calculating the output. The higher (output) 
layer is receiving the output of the neuron and is 
changing its input weights according to how 
satisfied is with the work of the neuron. Here we 
can see one obvious difference with the biology, 
as one can suppose that the changes of the input 
weights will take a longer time than a single step. 
Also, the whole model should be run in 
continuous time because the biological neural 
networks do not work in discrete time. However, 
these tasks are rather out of scope of this 
research, whose main target is just to develop a 
working model of homeostatic neuron that can be 
later adapted to more realistic tasks.  
The main difficulty is that in the output layer 
there may be many different neurons with diverse 
functions. There is no practical limitation of the 
number neither of the output neurons nor of their 
functions. Therefore it turned out that the design 
of the functional environment is the main 
obstruction in the training mode. However, it is 
indispensable to program this layer, as it is not 
possible to check the feasibility of the 
homeostatic neuron. 
During the first phase of the tests, simple and 
homogenous layers were considered. Neurons of 
the output layer were more or less identical. The 
great majority of the neurons was interested in 
only one input of the reference neuron. In this 
case, the reference neuron tends to set one weight 
(the desired connection) to 1 and all the others to 
0. This means that there is one dendrite with 

useful signal and all the other dendrites transmit 
useless noise (from the point of view of the 
higher layer). The speed of convergence for 
different number of dendrites shows Table 1. In 
this experiment, it was assumed that the number 
of the inputs is equal to the number of the output 
units. Especially in the experiments with few 
dendrites the random character of the initial 
setting has a great influence on the number of 
iterations. To reduce the importance of the 
random initial setting, the final result was 
calculated as an average of ten experiments with 
the same conditions.

Number of 
dendrites

3 4 5 6

Number of 
iterations

137 274 698 2825

Number of 
dendrites

7 8 9 10

Number of 
iterations

4891 2818 3714 4528

Table 1: Number of necessary iteration as 
function of number of the inputs to the neuron. 
The neuron was trained to a simple function of 
transmitting one input

In the next step, more complex functions were 
desired by the output layer. First, the output 
neurons were divided into two groups, each of 
which was interested in another input signal of 
the reference neuron. In this case, the 
convergence process was significantly slower. In 
this test, the neuron is not considered to be 
trained immediately after reaching the desired 
level of importance, but must be able to fulfill the 
desired function for some period of time. In the 
following phase, the neuron was tested in an 
environment with diverse and complex desired 
functions. The output layer was interested in a 
group of functions that can’t be realized 
simultaneously at the same time. In this case, the 
convergence was very slow and sometimes the 
neuron didn’t read the homeostatic position at all.
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Picture 3: Dependence of the speed of 
convergence on the complexity of the output 
layer. Curve 1 is for homogenous output layer, 2 
for output layer with 2 types of neurons and 3 for 
complex output layer.

The question of the speed of the convergence is 
illustrated on picture 3. The vertical axis shows 
the inverse value of the utility q. The utility is 
measured by the weights of the dendrites of the 
output layer. Therefore, the greater the utility is, 
the better is the function of the neuron. In the 
more complicated cases with complex output 
layer we do not know what is the desired function 
of the neuron. Therefore, the name of the axis 
‘error’ is a bit misleading in this case, as if there 
is no exactly defined function, it is difficult to 
define the error. The level of acceptance or utility 
is always a relative number fixed to initial initial 
value. The graph is an idealization obtained from 
real data. According to first-look observation, the 
error decreases as a negative exponential function

ceae bn              (4)

where n is a number of the iteration and a, b are 
real constant that are different in each particular 
situation. 

3.1 Discussion
The main advantage of the proposed neuron is its 
ability of self-learning in way that can be 
expected in the biological neuron. The learning is 
indirect; there is no channel for the back 
propagation of the error. There is also no external 
function that describes the desired work of the 
neuron. Instead of this, the neuron is approving 
itself in order to increase its importance to other 
neurons. This fact implies that it can be trained 
incorrectly. If the other neurons are interested in 
incorrect data, the neuron will try to provide 

them. The learning is slower than with 
backpropagation algorithm. 
The basic disadvantage of this type of learning is 
the delay. The proposed neuron changes its 
weights and expects that the change will be 
immediately reflected in the output layer. This 
presumption will be true only for two layered 
networks. In the case of multi-layered network it 
will take several steps until the change appear 
again in the neuron. One of the possible solutions 
of this problem is setting the dynamics of the 
inputs to enough low level, so that the change of 
the input signal will be significantly slower than 
the communication between the neurons. 

3.2 Network of homeostatic neurons
The final neural network shall be composed only 
of neurons of this type. In other worlds, the 
neuron proposed in this paper should be also a 
part of the higher layer. This means that it should 
be at same time ‘teacher’ and ‘student’. In case of 
multilayered networks[15, 16, 17], each layer 
will be learned from the higher layer. The 
neurons in the layer that is in the actual step 
working as a ‘teacher’ must know which function 
is desired be the higher layer. The neurons in the 
higher (teaching) layer will assign greater 
weights to neurons of the lower layer that are 
producing inputs that are acceptable for them. 
Therefore, these neurons in the lower layer will 
be more interested in improving their function
only for some neurons in the higher layer. 
However, this is true only when the principle of 
measuring the utility from the maximum or sum 
some number of maximal values is used (3). This 
fact will lead to some kind of columned structure: 
some group of neurons will ‘work for’ another 
group in the higher layer. On the other hand, 
some neurons in the lower layer can have strong 
connections to two or more groups of neurons in 
the higher layer. This fact corresponds well to our 
knowledge of the organization of the neural cells 
in the brain, where at least the cortex has a 
columned structure. However, this structure is 
not completely created during the learning 
process, but is ‘ready’ from the birth. This 
situation cannot be simulated exactly, as we
obviously don’t know the correct organization of 
the neural network. The optimization of the 
neural network that is based on homeostatic 
neurons is a quite complicated task, as there are 
too many unknowns (the ‘traditional’ questions 
of the neural network as topology and neurons’ 
parameters, here also the learning method (sum 
of output weights, maximum…).  The inspiration 
from the biology here faces its limitations, as the 
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homeostatic neuron is quite far away from the 
real organization of the biological neuron. 

4 Conclusions
The neuron proposed in this article is able to
learn independently without any direct use of the 
teacher. The principle of independent or 
autonomous neuron is not identical to 
unsupervised learning; it simply means that each 
particular neuron is an independent unit. The 
possible uses of this principle can be increased 
when used in connection with another theories or 
systems [18]. In comparison with the back-
propagation algorithm the proposed neuron has a 
slower learning, however, this is not necessarily a 
disadvantage as the speed of the convergence is 
not the only one of the criterions of the neural 
networks and many other characteristics are 
evaluated [19]. Except of adapting the neuron for 
the whole neural network, other improvements 
such as mode changes [20] will be in focus 
during the future research. Several ideas [21, 22, 
23] can make this network viable in real-world 
problems. During the process of learning, it is 
searching its homeostatic position. The neuron is 
based on McCulloch-Pitts model with some 
modifications. The homeostatic position of the 
neuron is a situation when the acceptance of its 
output is maximal. The neuron is trying to 
increase its significance by changing its input 
weights. This process can be adapted also for 
other parameters of the neuron, such as the slope 
and the threshold; however, in this article only 
the weight adjustment is discussed, as it is the 
most important stage in the process of learning.
The utility of the neuron is measured by the 
weights that other neurons are using to multiply 
the output of the reference neuron. The main 
advantage of this method is that the process of 
learning is autonomous; no external learning 
function is needed. Therefore it is closer to the 
original biological inspiration, the neural cell 
organized in brain structure. The experiments 
confirmed that this neuron converges to the 
homeostatic position. The simpler the desired 
function is, the faster is the convergence. In case 
of difficult and diverse desired function the 
neuron doesn’t converge. This is one of the 
limitations of this model as the neural networks 
are in general useful for solutions of complex 
tasks.  The main disadvantage of this model is 
that is applicable to systems with first order 
delay. In the following research, this model will 
be adapted to networks with two or more layers.
This model can be a foundation stone of a new 

kind of neural network. The network composed 
of independent homeostatic neurons may be used 
for simulation of brain functions, as this neuron 
was inspired by biological neuron and in 
principle meets the concept of homeostat that is 
proper to all living cells. The use of fuzzy models 
in combination with the homeostatic neuron 
seems to be perspective in this area. However, 
the possible use of this network may be much 
wider, as it can be used in many different areas 
and tasks, such as prediction [24], classification
[25] or control. In connection to mental models, 
unexpected applications arise in the field of the 
transport [26, 27]. In future research, we will 
focus on adapting this neuron to be able to work 
as a part of a whole network [28] as suggested in 
part 3.2.  To do so, it is necessary to do two 
things. First, the question of signal delay must be 
solved out. In the case of multilayered network
[29, 30] the neuron must work in an environment 
with bigger difference between the input and the 
information about the utility. Second 
improvement is that the neuron must be adapted 
to work as a part of the higher layer. In other 
words, it must be able to decide which inputs are 
relevant for its function and which should be 
suppressed. Although there are still no practically 
usable results with real-world data, the idea of 
homeostatic neuron seems to be able to introduce 
new possibilities to both the mental model of the 
driver, as it is its original motivation, as to the 
investigation of the neural networks in general.
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