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Abstract— Distributed denial-of-service (DDOS) flood attacks remain a big issue in network security. Real events of DDOS flood attacks show that an attacked site (e.g., server) usually may not be overwhelmed immediately at the moment attack packets arrive at that site but sometime later. Therefore, a site has a performance to resist DDOS flood attacks. To test such a performance, data synthesizer is desired. This paper introduces a principle to synthesize packet series according to a given value of the Hurst parameter for performance test of anti-DDOS flood attacks.
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I. INTRODUCTION

Attacks may take the advantages of the principle of the Internet (such as openness, resource sharing, assessability, and so forth) to launch DDOS flood attacks, see e.g. [1-6]. Though there are systems and approaches for detecting DDOS flood attacks, see e.g. [7-14], things relating to performance test of anti-DDOS flood attacks are rarely reported.

Briefly speaking, a DDOS attacker sends flood packets on a victim such that the attacked site denies services it normally offers or its performance significantly degrades [12-18]. The analysis of real attack events shows that an attacked site generally may not be overwhelmed immediately at the moment of $t_0$, where $t_0$ is the start time at which the site is attacked under DDOS flood attacks [17]. Let the attacked site be overwhelmed at time $t_1$. Then, we call the time interval $(t_0, t_1) \triangleq T_a$ transition process time of attack [31]. The parameter $T_a$ is a measure to reflect the ability of a site to resist DDOS flood attacks. In other words, $T_a$ characterizes a performance of anti-DDOS flood attacks. The larger the $T_a$ the stronger the ability of a site to resist DDOS flood attacks. Thus, it is worth studying performance test of anti-DDOS flood attacks because such a test may provide useful information to evaluate that performance of the protected site under current infrastructure of network and technologies used in that site. Fig. 1 illustrates a performance test scheme of anti-DDOS flood attacks, where test data generator provides simulated DDOS flood packet series while $T_a$ recorder records the performance $T_a$.

From a view of instrumentations, test data generator is a key part in the testing scheme indicated in Fig. 1. This paper aims at introducing a principle regarding test data generator. To this end, Section 2 explains the research background. Section 3 discusses simulation of packet series for a given value of the Hurst parameter ($H$ for short). A case study is given in Section 4. Conclusion and discussion are in Section 5.

II. RESEARCH BACKGROUND

A DDOS flood attacker may coordinate a vast number of Internet hosts distributed all over the world to launch attack packets upon a target site as indicated in Fig. 2, where $x(t)$ stands for aggregated normal traffic, $a(t)$ for aggregated attack traffic and $y(t)$ aggregated abnormal traffic, which is the actual traffic at the target system during attack transition process.

Though modeling abnormal traffic under DDOS flood attacks is rarely reported, we know that abnormal traffic is at unusually high rate [17]. In this regard, our previous work [16] exhibits the change trend of $H$ of traffic time series under DDOS flood attacks. Hence, this paper introduces a flexible data generation for synthesizing abnormal traffic according to a given $H$ value.
It is noted that performance test of anti-DDOS flood attacks is different from normal workload test. For workload test, one needs simulation of normal traffic according to a certain traffic model which obviously differs from abnormal traffic required by the performance test of anti-DDOS flood attacks.

III. PACKET SERIES SYNTHESIZER

A purely random data series for a given value of \( H \), say \( G(n) \), cannot be directly used for testing because testing needs packet series. Thus, the discussed test data generator consists of a generator of random data and a packet shaper as shown in Fig. 3. The functionality of random data generator is to synthesize a data series according to a given \( H \) value while packet shaper to transform a pure data series \( G \) to a packet series \( y(n) \) such that it can be accepted by a system being tested. In this way, the output \( y \) of packet shaper has a given value of \( H \).

![Diagram of test data generator.](image)

For random data generation, we adopt the method discussed in [19], where white noise is a building block. As known, ideal white noise is rooted at Brownian motion. Thus, by coloring white noise, one can easily synthesize a series the \( H \) value of which is pre-required [19].

Let \( w(t) \), \( W(\omega) \) and \( S(\omega) \) be white noise function, its spectrum and power spectrum, respectively. Then,

\[
W(\omega) = F\{w(t)\} = \int_{-\infty}^{\infty} w(t) e^{-j\omega t} dt, \quad (3)
\]

\[
S(\omega) = \left\{ \begin{array}{ll}
W(\omega)W^*(\omega) & \text{Constant, } |\omega| \leq B_c, \\
0 & \text{otherwise}
\end{array} \right.
\]

where \( B_c \) is the bandwidth of \( w(t) \).

Let \( \phi \) be a real random function with arbitrary distribution. Let

\[
W(\phi) = \left\{ \begin{array}{ll}
e^{j\phi(\omega)}, & |\phi| \leq B_c, \\
0, & \text{otherwise}
\end{array} \right.
\]

be a Fourier transform of band-limited unit white noise. Then,

\[
S(\omega) = \left\{ \begin{array}{ll}
W(\omega)W^*(\omega) = 1, & |\omega| \leq B_c, \\
0, & \text{otherwise}
\end{array} \right.
\]

Therefore, band-limited unit white noise in time is given by

\[
w(t) = F^{-1}\{W(\phi)\},
\]

where \( F^{-1} \) is the inverse of \( F \). In practice, Fourier transform and its inverse are done by a fast Fourier transform (FFT) algorithm [20]. With FFT, (7) becomes

\[
w(n) = \text{IFFT}[W(\phi)],
\]

where IFFT represents the inverse of FFT. The following demonstrates a synthesis of band-limited white noise.

Suppose the synthesized \( w(n) \) is of \( 2^{15} \) length and \( \phi(\omega) \) is given by

\[
\phi = [1 - \text{rnd}(0, 1)]^{2\pi},
\]

where \( \text{rnd}(0, 1) \) is uniformly distributed number within \((0, 1)\). The random function \( \phi \) in (9) is heavy-tailed [21,22]. Fig. 4 indicates \( \phi \) and its histogram. Fig. 5 shows the generated band-limited white noise \( w(n) \) and its power spectrum.

![Generated band-limited white noise](image)
where shaper just transforms characterise the long-range dependence and self-similarity for MAC address of system being tested), from tested is with Ethernet protocol [23]. Then, the transformation by link layer protocol. Suppose the link layer of a system being discussed test scheme focuses on with the protocol stack used in a system being tested. Since the discrete case. Then, figures clearly.

All figures are plotted in the normalized case. In Fig. 4 (a) and Fig. 5 (a), only 1024 points of data are used to illustrate the figures clearly.

Technically, packets described by \( y(n) \) should be consistent with the protocol stack used in a system being tested. Since the discussed test scheme focuses on \( H \) value assumption, packet shaper just transforms \( G \) to a packet series that can be accepted by link layer protocol. Suppose the link layer of a system being tested with Ethernet protocol [23]. Then, the transformation from \( G(n) \) to \( y(n) \) can be described as follows:

\[
y(n) = < \text{dst}, \text{src}, \text{len}, kG(n) >
\]

where \( \text{dst} \) is the destination address of packet \( y(n) \) (i.e., the MAC address of system being tested), \( \text{src} \) is the source address that can be any six octets, \( \text{len} \) is the length of \( kG(n) \), and \( k \) is the calibration coefficient such that \( kG(n) \leq \text{Maximum of Transmission Unit (MTU)} \) of the tested link.

IV. A CASE STUDY

A random data series can be synthesized according to a given autocorrelation function (ACF) such that the ACF of the synthesized series equals to the given ACF [19,27].

In the sense of approximation, ACF of a traffic series can be described by the ACF of fractional Gaussian noise (FGN) [24-26,28-30]. Let \( g(k) \) be normalized ACF of FGN in the discrete case. Then,

\[
g(k) = g(k; H) = 0.5((|k| + 1)^{2H} - 2|k|^{2H} + (|k| - 1)^{2H})
\]

(10)

where \( H \in (0.5, 1) \) is the Hurst parameter, which is a measure to characterize the long-range dependence and self-similarity for standard FGN [16,26,28,30]. For a given value of \( H \), therefore, one may synthesize its corresponding series \( G(n) \) by the following expression.

\[
G(n) = w \ast \text{IFFT}[[\text{FFT}(g(k; H))]^{0.5}]
\]

(11)

where \( \ast \) stands for convolution (see Appendix). Fig. 7 shows a case with \( H = 0.83 \). With

\[
y(n) = < \text{dst}, \text{src}, \text{len}, kG(n) >
\]

therefore, we have a packet series for a given \( H = 0.83 \).

\[
H = 0.83
\]

Fig. 7. Synthesized series according to a given value of the Hurst parameter.

V. CONCLUSION AND DISCUSSION

From a view of instrumentations in techniques, a key issue for performance test of anti-DDOS flood attacks is to synthesize attack packet series according to a given value of the Hurst parameter. We note that the issue of traffic model, such as ACF, under DDOS flood attacks remain challenge [16], though there are advances in modeling attack-free traffic, see e.g. [28-30]. Therefore, the goal of this paper is to suggest a principle of packet series synthesizer for the performance test of anti-DDOS flood attacks. The synthesizer consists two parts. One is simulation of random data series according to a given value of the Hurst parameter and the other packet shaper that transforms a pure data series to a packet series. The synthesizer has been explained and a case study demonstrated.

APPENDIX

The detailed discussions about (11) are given in [19,27]. However, the following brief explanation appears enough to show that (11) is a formula to synthesize a data series according to a given ACF by using white noise as a building block. Doing the Fourier transform on both sides of (11) yields

\[
\text{FFT}(G(n)) = \text{FFT}(w) \text{FFT}(g(k; H))^{0.5}
\]

(11)

As the power spectrum of \( w \) is 1, we have

\[
\text{FFT}(G(n)) = \text{FFT}(g(k; H))^{0.5}
\]

(A.1)

Considering the Wiener-Khinchine relation, (A.2) implies that (11) holds.
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