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Abstract—In large urban areas, where many activities occur due 

to a big number of citizens, physical polluting agents should be 

carefully assessed in order to protect human health. The monitoring 

and control of air pollution, acoustical noise, electromagnetic fields, 

etc., represent a relevant problem to be considered. Therefore, the 

development of mathematical models able to predict the air pollution 

behaviour is a very important field of research. In this paper, the 

authors will use a model based on Time Series (TS) analysis. A large 

set of field measurements is reconstructed by an appropriate 

functional form. The proposed model can evaluate the trend and the 

periodic pattern in the calibration dataset, and can forecast the slope 

in any future time range. The TS analysed in this work is composed 

by hourly CO concentrations observed in the urban site of San 

Nicolas de los Garza, Nuevo Leon, Mexico. To calibrate the model's 

parameters, a large set of one year field measurements will be 

analysed: this procedure will highlight a periodicity of 24 hours in the 

dataset and a substantial absence of any relevant trend. The authors 

will perform also a validation of the model on two different months, 

using data not adopted in the calibration phase. This procedure will 

show that the model is able to reproduce the overall trend and the 

periodic behaviour present in the large part of the dataset but, at the 

same time, it cannot predict isolated peaks or sudden fall of CO 

concentration. In addition, a Principal Component Analysis will be 

applied to a data set for one year period in order to investigate the 

relation among CO concentrations and other measured parameters 

(meteorological conditions and air criteria pollutants). Resulting 

principal components can be used in future multiple regression 

analysis in order to mitigate multicollinearity. 

 

Keywords—Air Pollution, Criteria Pollutants, CO Concentration, 

Principal Component Analysis, Regression Analysis, Time Series.  

I. INTRODUCTION 

HE physical and chemical processes of atmospheric 

pollutants gases, particularly nitrogen oxides (NOx), CO  

and volatile organic compounds (VOC), in the low atmosphere 

result in the formation of secondary oxidized products. Since 

many of these processes are regulated by the presence of 
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sunlight, the oxidized products are commonly referred to as 

“secondary photochemical pollutants” being Ozone (O3), the 

most important oxidant at the troposphere [1]. 

Tropospheric ozone has been recognized as one of the most 

important  atmospheric oxidants in urban areas ([2], [3]), the 

primary source of OH radicals and the third most important 

greenhouse gas behind CO2 and CH4. In the stratosphere, 

ozone helps to block an excessive ultraviolet irradiation of the 

earth but at the troposphere, this pollutant has been related to 

adverse effects on human health, vegetation and materials ([4-

11]). 

In urban areas, CO is one of the most important ozone 

precursors as it is known to be a tracer of vehicle exhaust 

emissions. Its outdoor sources include diverse anthropogenic 

activities such as power station burning coal, combustion of 

fossil fuels, making steel, etc.. Indoor sources of this pollutant 

include tobacco smoke and biomass burning from cooking and 

houses warming systems. In addition, CO it is known to be 

toxic and cause several health affections. CO poisoning is the 

most common type of fatal poisoning in many countries. 

Symptoms of mild poisoning include headaches, vertigo, and 

flu-like effects. Larger exposures can lead to significant 

toxicity of the central nervous system, heart and even death. 

Following poisoning, long-term sequelae often occurs. Carbon 

monoxide can also have severe effects on the fetus of a 

pregnant woman [12]. In developed countries, as for instance 

United States, it has been estimated that more than 40000 

people per year seek medical attention for carbon monoxide 

poisoning [13].  

For all these reasons it is important to know the behaviour 

and trends of CO in a given site and to understand the role that 

this pollutant plays in the tropospheric ozone formation. The 

main atmospheric sink process for CO is by reaction with OH, 

and this mechanism also makes CO a major precursor to photo 

chemical ozone [14]. 

The day time increase in ozone concentration, which is a 

pronounced feature of a polluted site, it is basically due to the 

photo-oxidation of the precursor gases such as CO, CH4 and 

NMHC (non methane hydrocarbons) in the presence of 

sufficient amount of NOx. In this process NOx acts as a 

catalyst and continues to do so until physical processes 

permanently remove it or it gets transformed to other oxides of 

nitrogen. The well-known photo-oxidation cycle of CO can be 
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represented as [15]: 

 

CO     +     OH  CO2 

H   +   O2   +   M  HO2   +    M 

HO2    +   NO    NO2   +   OH 

NO2   +   hv    O (
3
P)   +   NO 

 

λ   < 420 nm 

 

O (
3
P) + O2+ M  O3   +   M 

_________________________________ 

Net: CO + 2O2 + hv CO2  +  O3 

 

Therefore, accurate characterization of CO is extremely 

important for understanding tropospheric ozone formation and 

accumulation, and crafting effective control strategies to better 

address ozone air quality management issues. However, the 

continuous monitoring of air pollutants is generally expensive; 

most of the times it is limited only to big urban areas and 

usually the number of the stations of the air quality monitoring 

networks are not enough. Therefore, there is growing need to 

implement predictive models that can provide a reliable 

assessment in an economical way of air pollution levels and 

other polluting agents (see for instance [16-25]). Among these 

models, Time Series Analysis (TSA) models ([26], [27]) have 

been largely adopted in several disciplines and have showed 

good performances and adaptability to polluting agents levels 

prediction ([28-31]).  

This paper aims to apply TSA models to the hourly CO 

concentrations dataset collected in an urban site of San 

Nicolas de los Garza, Nuevo Leon, Mexico. Once the model is 

calibrated on a given dataset, a validation on more than one 

range of observed values (not used in the calibration) will be 

performed, in order to estimate the predictive performances 

and to understand the criticalities of the model. In addition the 

relation among CO and other parameters (meteorological 

conditions and air criteria pollutants) is investigated by a 

Principal Component Analysis (PCA) in order to obtain the a 

group of  parameters that could influence the CO levels in the 

studied site. 

 

II. METHODS 

The model adopted in this paper has been presented by 

some of the authors in [28]. It is based on the Time Series 

analysis (TSA) models idea. These TSA are mathematical 

models largely adopted in Economics, Physics, Engineering, 

Mathematics, etc.. (see for instance [32-34]), that are used to 

reproduce the behaviour of data series and to predict future 

slope.  

The main aims of these kind of models are basically the 

recognition of the phenomenon under study by means of data 

trend and periodicity reconstruction, and the prediction of 

future values of the time series. Thus, a general procedure may 

be resumed as follows: 

 Possible seasonal effect detection in the data set 

 Lag (periodicity) evaluation 

 Smoothing (removal of periodicity) of the 

calibration data time series 

 Trend and seasonality evaluation 

 Error evaluation (difference between observed 

and forecasted values in the calibration dataset) 

 Final model drawing  

The details of how perform the steps listed above can be 

found in [28] and references therein, where different 

approaches, in particular additive and multiplicative, are 

presented and briefly discussed. The choice for this dataset is a 

mixed approach, that is multiplicative between trend and 

seasonality, and additive for the error component: 

 

𝐹𝑡 =  𝑇𝑡𝑆𝑖̅ + 𝑚𝑒            (1) 

 

where Ft is the model prediction, Tt is the trend, 𝑆𝑖̅ is the 

seasonal coefficient, me is the mean of the error et, defined as 

actual value (At) minus forecast (Ft): 

 

𝑒𝑡 = 𝐴𝑡 − 𝐹𝑡           (2) 

 

Let us underline that TSA models are mostly adopted when 

the data sets follow recurring seasonal patterns. The attempt to 

adopt this kind of models in a so variable and random physical 

phenomenon, such as air pollution, is extremely challenging. 

Results shown in Section IV will underline these difficulties 

and open new ways to further improvement of this model. 

A. Detection of the presence of a lag 

The presence of a periodicity in the series can be detected 

adopting the Ljung-Box (LB) or the Box-Pierce (BP) tests 

([35], [36]). These tests verify if the data have an 

autocorrelation and they may exclude the presence of fully 

random data fluctuations. Both tests adopt the autocorrelation 

coefficient that may be evaluated according to the following 

formula: 

 

𝑟(𝑘) =  
∑ (𝑥𝑡−𝑥̅)(𝑥𝑡+𝑘−𝑥̅)𝑛−𝑘

𝑡=1

∑ (𝑥𝑡−𝑛
𝑡=1 𝑥̅)2   ,            (3) 

 
where xt is the data in each period t, 𝑥̅ is the mean of all the 

data, n is the total number of periods, k is the lag hypothesis 

under test. Using this coefficient, the LB test can be performed 

according to the following formula: 

 

𝜒𝐿𝐵
2 (ℎ) = 𝑛(𝑛 + 2) ∑

𝑟2(𝑘)

𝑛−𝑘
ℎ
𝑘=1     ,          (4) 

 
where h is a chosen integer related to the number of 

autocorrelation coefficients under test, and it varies according 

to the assumed lag.  

If the null hypothesis is true (absence of autocorrelation), 

the LB statistics is distributed according to a random variable 

χ
2
, with h degree of freedom. 

The BP test is based on the following formula: 
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𝜒𝐵𝑃
2 (ℎ) = 𝑛 ∑ 𝑟2(𝑘)ℎ

𝑘=1   ,                  (5) 

 
where, again, n is the total number of periods, k is the assumed 

lag and h is a chosen integer, related to the number of 

autocorrelation coefficients under test. The two tests differ 

only in the different weighting systems adopted, but 

asymptotically converge to the same distribution. 

B. Error metrics 

As in [28] and [29], a measurement of model performance 

can be obtained by  “mean percentage error” (MPE) and 

“coefficient of variation of the error” (CVE). The first 

quantitative metric gives a measurement of the error 

distortion, i.e. MPE is able to describe if the model 

overestimates or underestimates the actual data. CVE 

considers the variation from the reality in absolute value. In 

other words, it provides the error dispersion. Those metrics are 

evaluated according to the following formulas: 

 

𝑀𝑃𝐸 =
∑ (

𝐴𝑡−𝐹𝑡
𝐴𝑡

)100𝑛
𝑡=1

𝑛
       (6) 

and 

𝐶𝑉𝐸 =
√

∑ (𝑒𝑡)2𝑛
𝑡=1

𝑛−1

𝐴̅
  ,           (7) 

 

where A̅ is the mean value of the actual data in the considered 

time range. 

C. Error distribution analysis tools 

It is necessary to verify that the mean of the errors 

(residuals) is not different from zero, in statistical sense. In 

this paper the authors use the t-test: 

 

𝑡 =
𝑒̅

𝑠/√𝑛
    ,         (8) 

 
where 𝑒̅ is the mean of the error, s is the standard deviation 

and n is the amount of data. 

The null hypothesis H0 is "mean equal to zero". Thus in the 

numerator of equation (8) there is only the empirical mean 

(since usually the empirical mean minus the hypothesized one 

is adopted). In this type of test it is possible to have two type 

of errors. The first is to reject H0 when it is true (it can happen 

with probability α, i.e. the significance level). The second one 

is to accept H0 when it is false (this can happen with 

probability β, and 1 – β is the power of the test). 

It is important to check if the random errors obtained by the 

model application can be drawn from a normal distribution. 

To assess the normality of the distribution of errors, the 

authors proposed both qualitative techniques based on the 

analysis of graphs such as histogram, QQ normality plot and 

quantitative indices, namely skewness and kurtosis. In 

particular, the normal density plot [37] is a graphical 

technique for assessing whether or not a data set is 

approximately normally distributed. The data are plotted 

against a theoretical normal distribution in such a way that the 

points should form an approximate straight line. Deviations 

from this straight line indicate deviations from normality. 

D. Principal Component Analysis 

The relation among CO concentrations and other 

parameters (meteorological conditions: solar radiation, wind 

speed, wind direction, temperature, barometric pressure and 

relative humidity; and other air criteria pollutants: O3, NO, 

NO2,  NOx, PM10, PM2.5 and SO2) can be investigated by a 

factor analysis in order to obtain a pattern recognition study 

for CO. A Principal Component Analysis (PCA) can be 

employed as a method of extraction of the principal 

components that could influence CO concentrations and it is 

applied to a data set of the case study.  

PCA takes advantage when a large amount of data is 

generated in monitoring studies. Through variable reduction 

and visual display, PCA allows to observe the sources of 

variation in data set. The principal components are extracted 

so that the first principal component (PC1) accounts for the 

largest amount of the total variation in the data, PC2 accounts 

for the maximum amount of the remaining total variation not 

already accounted for PC1, etc. In general: 

 

𝑃𝐶𝑖 = 𝐼1𝑖𝑋1 + 𝐼2𝑖𝑋2 + ⋯ + 𝐼𝑛𝑖𝑋𝑛  ,     (9) 
 

where PCi is i-th principal component and Iji is the loading of 

the observed variable Xj.  

The projection of the points from the original space on PCs 

is called the scores while the score plots depict the linear 

projection of objects representing the main part of the total 

variance of the data. Correlation and importance of variables 

must be decided from plots of the PC loadings. The size of the 

loadings in relation to the considered principal component is a 

measure of the importance of a variable for the PC model 

([38-40]). 

III. CASE STUDY 

In Mexico there is not enough information about air 

pollution and most of the studies about spatial and temporal 

levels of criteria air pollutants have been focused to Mexico 

City whose air quality monitoring network began operating in 

1966. However, other important urban zones like the 

Metropolitan Areas Monterrey and Guadalajara started 

measuring of air pollution until 1992, thus the lack of air 

quality information is even greater.  

This study is focused on San Nicolas de Garza, one of the 

twelve municipalities of the Metropolitan Area of Monterrey 

(MAM), which constitutes the third largest urban area in 

Mexico. MAM is a high profile center of education, tourism 

and business with a population of 4,000,000 habitants.  This 

city is located at 25°40’N and 100°18’ W at 537 masl and 

covering an area of 580.5 km
2
. This area is characterized by 

the presence of important education and research centers, 

business activities and industrial development.  Road 

transportation and area sources (evaporative emissions from 

solvents, storage tanks, coatings, fuel marketing and other 

miscellaneous sources) are the dominant sources of O3 

precursors in MAM  [41].  

The Nuevo León State Government has been committed to 
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undertaking all necessary steps to protect public health from 

air pollution, with sensitivity to the impacts of its actions on 

the community and industrial activities.  Although air 

pollutants and weather conditions have been measured from 

90’s and some actions have been taken in order to improve air 

quality, some pollutants may reach unhealthy levels during air 

pollution episodes.  In Mexico, with respect to  carbon 

monoxide,   significant advances have been made since the 

implementations by 2012 of a emissions limit from vehicles 

(ranged from 3.418 to 4.536  g/km depending on the net 

weight of the vehicle and fuel type) [42]. In addition, a 

standard to protect population health against CO was 

implemented in 1993, which regulates the ambient air levels 

of this pollutant within a limit of 11 ppm (12.595 μg/m
3
) in an 

8-h mobile average once a year as maximum [43]. 

Nevertheless, a better understanding of the behaviour and 

trends of this pollutant in MAM is required in order to develop 

effective strategies focused to ozone abatement in this area. 

This paper describes the methodology for time series analysis 

of air quality data and the development of a predictive model 

for daily mean concentrations of CO, and gives an example of 

this model application in order to predict CO levels from data 

obtained at the air quality monitoring network of the 

Integrated System of Environmental Monitoring (SIMA) of 

Monterrey, Nuevo Leon, Mexico. 

A. Case study area description  

San Nicolas de los Garza, Nuevo León, Mexico is located at 

the northeast of the Metropolitan Area of Monterrey (Figure 

1). Climate in this area is classified as semi-arid warm being 

hot in summer (temperature reaches 35 °C in August), though 

reasonably pleasant in spring and autumn. The average 

temperature in winter is 8 °C. Rainfall is scarce, but more 

prominent during May to September. Humidity in winter can 

be high, although without showers. Snowfall is a very rare 

event. The annual average precipitation is 615 mm and this 

area is commonly influenced by frontal systems coming from 

the north of the continent. The specific sampling site was 

located within the facilities of Northeast Station of the SIMA, 

located in the Laboral Unity District in San Nicolas de los 

Garza, N.L. at 25° 43’ 30 “N and 100° 18’ 48” W at 500 m 

above sea level, within an area with high density of population 

(Figure 2). 

 

 
Fig. 1: Case study location 

B. Air pollution and meteorological parameters monitoring  

The air quality monitoring network of MAM is operated by 

the Integrated System of Environmental Monitoring (SIMA) 

of the Mexican Environmental Protection Agency 

(APMARN). This network has 8 fixed monitoring stations and 

a Sodar Doppler System for meteorological conditions 

measuring. Each monitoring station generates hourly 

information of the ambient air concentrations of criteria air 

pollutants and meteorological parameters [44]. Table 1 lists 

the criteria air pollutants (O3, NO, NO2, NOx, CO,  PM10, and 

SO2) and meteorological parameters (wind direction, wind 

speed, relative humidity, temperature, solar radiation and 

barometric pressure) usually measured in the air quality 

monitoring stations and measurement techniques. The data set 

used in this paper was limited to hourly CO ambient air 

concentrations during 2012, obtained from the Northeast 

Station of the SIMA whose location is indicated in Figure 2. 

 
Table 1: Criteria air pollutants and meteorological parameters 

usually measured in the air quality monitoring network of MAM 

Variable Measurement 

Technique 

Units 

Carbon monoxide (CO) IR non dispersive 

attenuation GFG 

ppm 

Ozone (O3) UV spectrophotometer ppb 

Nitrogen dioxide (NO2) chemical 

luminescence 

ppb 

Sulfur dioxide (SO2) UV pulsed 

fluorescence 

ppb 

Particulate matter with 

aerodynamic radius 

equal or lower than 10 

μm (PM10) 

Beta ray attenuation μg/m3 

Wind speed Conventional 

anemometer 

km/h 

Wind direction Conventional vane Azimuth 

grades 

Ambient temperature Solid state thermostat Celsius 

grades 

Solar radiation Pyranometer kW/m2 

Barometric pressure Barometric pressure 

sensor 

mm Hg 

 

 
Fig. 2: Specific location of the northeast station within the air quality 

monitoring network in MAM. 
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IV. DATA ANALYSIS AND RESULTS 

A. Calibration phase 

The first step, in order to build the model, is to analyse the 

dataset to be used in the calibration phase. The choice was to 

consider the CO concentrations, during all the year 2012.  

The calibration dataset is made of 8784 hourly CO 

concentrations, measured in ppm, and the summary statistics 

are resumed in Table 2. As it can be noticed from skewness 

and kurtosis values, the distribution is not normal. In addition, 

the high value of standard deviation with respect to the mean, 

together with the maximum and minimum values, exploits a 

very spread distribution.  

 
Table 2: Summary of statistics of the calibration data set, 8784 data, 

in ppm. 

Mean 

[ppm] 

Std.dev 

[ppm] 

Median 

[ppm] 

Min 

[ppm] 

Max 

[ppm] 
skew kurt 

0.66 0.67 0.47 0.08 10.01 5.22 40.96 

 

Looking at the time slope of the data, these CO 

concentrations show a daily periodic pattern, together with an 

average decrease in spring and summer. The daily periodic 

pattern can be explained from distinct peaks which correspond 

to morning rush hours. This is consistent with the assumption 

that on-road vehicles dominate CO emissions. 

The seasonal pattern of tropospheric CO, with its maximum 

in winter and its minimum in summer and spring, has been 

reported before by other authors ([45-49]). The boundary layer 

usually becomes deeper in late spring and summer because of 

greater solar insolation and stronger turbulent eddies. This 

condition promotes released pollutants dilution at the surface 

and results in lower ambient concentrations [45]. Therefore, 

during summer, photochemical activity is increased and OH 

concentrations are higher. In the presence of sunlight and 

sufficient amount of NOx (urban atmospheres), photo-

oxidation cycle of CO begins with its reaction with OH 

leading to the tropospheric ozone formation. The lifetime of 

CO is sufficiently long (from some days over continents in 

summer to over a year at high latitudes in winter) [46].  Thus, 

higher OH concentrations and hence a decrease in the lifetime 

of CO during late spring and summer result in a decrease in 

tropospheric CO levels. On the other hand, during winter, a 

longer lifetime of CO result in an accumulation of this 

pollutant toward late spring until loss by OH surpasses inputs 

of CO (emissions and photochemical production) [47]. In 

addition, during winter months, thermal inversions and a 

decrease in the boundary layer depth contribute to higher CO 

levels.  

By plotting the CO concentration duration curve (Fig. 3), 

i.e. the plot of the observed concentration sorted in descending 

order of magnitude rather than chronologically, it is easy to 

notice that about the 88% of the measurements are below 1 

ppm. In the remaining percentage there are strong deviations 

from the average concentrations that will affect the 

performances of the model in the validation phase. 

 

 
Fig. 3: CO concentrations sorted by descending order of magnitude. 

The x axis reports the number of hours in which the corresponding 

concentration is exceeded. 

 

In order to check the presence of autocorrelation in the data, 

the Ljung-Box (LB) and Box-Pierce (BP) tests have been 

performed. Results are reported in Table 3. The small p-value 

in both tests, i.e. the very small probability to observe the 

sample if the null hypothesis is true indicates that the 

hypothesis of absence of autocorrelation in the data can be 

rejected.  

 
Table 3: Ljung-Box and Box-Pierce tests performed on the 8784 

measurements of the calibration dataset. 

Type of test 𝜒2 h p-value 

Ljung-Box 33633.9 50 < 2.2e-16 

Box-Pierce 33572.66 50 < 2.2e-16 

 

The autocorrelation analysis on the entire calibration 

dataset, made by means of correlogram, highlights the 

presence of a 24 hours periodicity, as shown in Figure 4. The 

autocorrelation value corresponding to a lag of 24 hours is 

0.371 .  

 
Fig. 4: Autocorrelation plot (correlogram) as a function of the lag 

(periodicity).  

 

Once the lag has been detected, the model has been built 

according to procedure described in Section II and in [28]. The 
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results of the model are plotted in Figure 5, together with the 

observed CO concentrations. In Table 4, the model parameters 

are reported. It can be highlighted that the trend line is almost 

constant and that the seasonal coefficients increase in rush 

hours, since the corresponding data are affected by vehicles 

emissions. 

 

 
Fig. 5: Observed and predicted CO concentrations, during 2012 (i.e. 

calibration dataset). 

 
Table 4: Model parameters estimated on the 2012 CO concentration 

data. b0 and b1 are respectively the intercept and the slope of the trend 

line, while 𝑆𝑖̅ is the seasonal coefficient in the time range from i-1 to i 

hour. 

Time Series Model parameters 

b0 0,64383730 b1 0,00000147 

𝑆1̅ 0,805094 𝑆1̅3 0,886475 

𝑆2̅  0,723286 𝑆1̅4 0,847639 

𝑆3̅ 0,680476 𝑆1̅5 0,839873 

𝑆4̅ 0,644032 𝑆1̅6 0,835991 

𝑆5̅ 0,657638 𝑆1̅7 0,8627 

𝑆6̅ 0,845082 𝑆1̅8 0,9359 

𝑆7̅ 1,23911 𝑆1̅9 1,075612 

𝑆8̅ 1,542119 𝑆2̅0 1,24604 

𝑆9̅ 1,469525 𝑆2̅1 1,274936 

𝑆1̅0 1,237873 𝑆2̅2 1,182683 

𝑆1̅1 1,038506 𝑆2̅3 1,08388 

𝑆1̅2 0,939687 𝑆2̅4 0,953364 

 

It is interesting to notice that the general trend of the time 

series is achieved, even if the local strong variations are not 

predicted by the model. These local strong oscillations may be 

due to daily variations related to meteorological conditions 

(transport) and emission local sources strength. The model 

calibration results are described by the error, evaluated 

according to formula (2). In Table 5, the error statistics are 

resumed: the mean is close to zero but the maximum value is 

9.57 ppm. 

Performing the t-test in the "R" software framework, it has 

been obtained that the mean error is not statistically different 

from zero. In particular, the t-statistic calculated on the errors 

in the calibration phase, is 1.778907. The corresponding 

probability of observing the sample, if the null hypothesis of 

zero mean is true, is 0.03764476. This value is generally 

considered too high to reject the null hypothesis. 

Thus, the first consideration that can be drawn is that this 

model is not able to locally predict the exact behaviour of the 

CO concentration, but it can give interesting results on a long 

term analysis basis and it can give reliable predictions in 

periods in which there are not strong variations with respect to 

the general trend. For instance, the comparison between 

observed values and model predictions in the range between 

7000 and 7500 hours (Figure 6) is encouraging, even if the 

single peaks are not reconstructed by the model. On the 

contrary, during the summer time, the model clearly 

overestimates the observed values. 

 

 
Fig. 6: Observed and predicted CO concentrations, during 2012: 

zoom on the time range from 7000 to 7500 hours.  

 
Table 5: Summary of statistics of the error distribution, evaluated on 

the calibration dataset, in ppm. 

Mean 

[ppm] 

Std.dev 

[ppm] 

Median 

[ppm] 

Min 

[ppm] 

Max 

[ppm] 

0.01 0.65 -0.15 -0.79 9.57 

 

B. Validation phase 

In order to validate the model and to check its 

performances, a comparison between model predictions and 

observed CO concentrations has been made on two sample 

datasets in 2013. 

The first validation has been made on January 2013 data 

(Figure 7): the model hardly predicts the peaks, while the 

trend seems to be confirmed.  

 

 
Fig. 7: Observed and predicted CO concentrations, during January 

2013 (i.e. first validation dataset). 
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This is verified also analysing the error distribution 

(difference between observed and forecasted values, formula 

2), whose statistics are reported in Table 6. The general 

assumption of normal distribution for the errors (residuals) of 

the model is not achieved in this validation period. The 

histogram (Figure 8) and the Q-Q plot (Figure 9), in fact, are 

strongly deviating from the normal pattern, being the first very 

skewed and the second very far from the bisector. 

 
Table 6: Summary of statistics of the error distribution, evaluated on 

the first validation dataset (January 2013). 

Mean 

[ppm] 

Std.dev 

[ppm] 

Median 

[ppm] 

Min 

[ppm] 

Max 

[ppm] 

0.34 1.09 0.03 -0.75 8.00 

 

 

 
Fig. 8: Frequency histogram of the errors calculated on the first 

validation dataset, performed on the 744 January data. 

 

 
Fig. 9: Normal probability plot that describe error behaviour of  the 

model applied to the 744 January data. 

Considering a second validation period, May 2013, when 

comparing results of the model with observed values, the 

improvement of the agreement is evident (Figure 10) and 

confirmed by error distribution statistics (Table 7). Also the 

histogram of the errors, shown in Figure 11, has a regular 

shape, that suggests an almost normal distribution of the error. 

The same can be deduced by the Q-Q plot (Figure 12), in 

which the sample quantiles approximate the theoretical normal 

ones, gathering along the bisector, except for the right tail. 

 

 

 
Fig. 10: Observed and predicted CO concentrations, during May 

2013 (i.e. second validation dataset). 

 

 
Table 7: Summary of statistics of the error distribution, evaluated on 

the second validation dataset (May 2013). 

Mean 

[ppm] 

Std.dev 

[ppm] 

Median 

[ppm] 

Min 

[ppm] 

Max 

[ppm] 

-0.01 0.20 -0.02 -0.58 0.84 

 

 

 
Fig. 11: Frequency histogram of the errors calculated on the second 

validation dataset, performed on the 744 May data. 
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Fig. 12: Normal probability plot that describe error behaviour of  the 

model applied to the 744 May data. 

 

The Mean Percentage Error (MPE) and the Coefficient of 

Variation of the Error (CVE), presented in Section II, are 

reported in Table 8, calculated in both the validation datasets. 

It can be noticed that the MPE seems to worsen in May, while 

CVE decreases. A so strong overestimation, highlighted by the 

high negative MPE evaluated in May dataset, can be explained 

considering that in the last part of the month, the measured 

values have a substantial reduction with respect to the trend. In 

fact, if the MPE is computed on 500 data, i.e. excluding the 

part in which the model overestimates the data (see Figure 10), 

the results is -0.2 . 
 

Table 8: MPE and CVE (error metrics) values, calculated in the two 

different validation periods. 

Validation dataset MPE CVE 

January -4.4 1.136 

May -7.5 0.298 

 

Considering the results of the two different validations, let 

us underline that, while the mean has a drastic change, the 

median of the error distribution is slightly different (from 0.03 

to -0.02 ppm). This is due to the fact that the median is much 

less sensitive to distribution outliers than the mean, i.e. in our 

case, it is not strongly affected by local CO concentration 

peaks. 

Another consideration is that one should expect that the 

model works better on validation periods closer to calibration 

dataset. In this case, the model shows better performances on 

the May 2013 validation period, even if the calibration is done 

on 2012 data. This is probably due to the fact that in this 

period there is a lower variability in the data and the slope is 

closer to the model trend and periodicity, evaluated on 2012 

data. 

C.  PCA Results 

PCA was applied by using data for one year period (2012) 

in order to obtain the relation among CO and other measured 

parameters (meteorological conditions: solar radiation, wind 

speed, wind direction, temperature, barometric pressure and 

relative humidity; and other air criteria pollutants: O3, NO, 

NO2,  NOx, PM10, PM2.5 and SO2). PCA helps to decrease the 

number of components explaining CO formation. PCs with 

eigenvalues near to 1 are usually considered as being of 

statistical significance. In Table 9, it can be observed that the 

first three PCs accounted 58.792% of the total variance.  

 
Table 9: Explanation of the total variance for the data set of the case 

study. 

Total variance explained 

Component Initial eigenvalues 

Total % of Variance % Cumulative 

PC1 4.525 32.322 32.322 

PC2 2.127 15.190 47.512 

PC3 1.57 11.280 58.792 

 

PCs obtained from PCA analysis of 13 different input 

variables were determined by considering coefficients 

presented in Table 10. Variables affecting CO formation were 

decreased to three principal groups after PCA applications as 

it can be observed in Figure 13. PCs with the highest 

eigenvalues can be used in a multiple regression analysis so 

formation of CO could be explained. They are useful in 

exploring the relations among the independent variables 

particularly if it is not obvious which of the variables should 

be good predictors. In this case good predictor variables could 

be P, NO2, NOx, PM10. PM2.5, T, and SR. Therefore, usage of 

PCA provides process facilities for the models working with 

numerous variables ([50-52]).  

 
Table 10: Factor loadings for the three principal components. Only 

eigenvalues greater than 0.5 are shown.  

Variables PC1 PC2 PC3 

WSR (Wind speed) -0.626 - - 

WDR (Wind direction) - - - 

T (temperature) -0.519 0.695 - 

RH (relative humidity) - -0.573 - 

P (barometric pressure) 0.542 - - 

CO (carbon monoxide) 0.910 - - 

NO (nitrogen monoxide) - - - 

O3 (ozone) - - - 

NO2 (nitrogen dioxide) 0.774 - 0.673 

NOx (nitrogen oxides) 0.542 - - 

PM10 ((particulate  matter 

 with aerodynamic radius 

equal or lower than 10 μm) 

0.729 - - 

PM2.5 (particulate  matter 

 with aerodynamic radius 

equal or lower than 2.5 μm) 

0.648 - - 

SR (solar radiation) -0.569 0.616 - 

 

 
Fig. 13: PCs obtained from PCA analysis and variables influencing 

CO concentrations.  
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Figure 14 shows the biplot and factor loadings for two of 

the three main components (PC1 and PC2). In addition, 

Pearson correlation matrix was constructed from the data set 

(Table 11)  where it can be observed that CO showed a 

significant positive correlation with NO2, PM10 and PM2.5 

(Pearson correlation coefficients of 0.726, 0.670 and 0.617, 

respectively), indicating that these pollutants could have a 

common origin, probably from vehicular emissions. Whereas, 

a negative moderate correlation was found between CO and 

wind speed (-0.568) indicating that at least partially, 

dispersion phenomena could decrease CO concentrations in 

the studied site. 

 

 

 
Fig. 14: Biplot and factor loadings for PC1 and PC2. 

 

 

Table 11: Pearson correlation matrix for the measured 

variables and CO concentrations. 

Variables CO 

WSR -0.568 

WDR 0.146 

T -0.429 

RH -0.058 

O3 -0.395 

P 0.455 

CO 1 

NO 0.213 

NO2 0.726 

NOx 0.407 

PM10 0.670 

PM2.5 0.617 

SO2 0.397 

SR -0.438 

 

 

V. CONCLUSIONS 

In this paper the authors deal with the problem of modelling 

the time series of Carbon Monoxide (CO) concentrations in 

the urban site of San Nicolas de los Garza, Nuevo Leon, 

Mexico. A mixed Time Series Analysis (TSA) model, i.e. a 

model that considers a multiplicative relation between trend 

and seasonality of the data, and an additive correction related 

to the calibration error, has been adopted. This model has been 

calibrated on the 2012 CO concentration data, obtaining a 24 

hours periodicity and an almost constant trend. The error in 

the calibration has been evaluated as the difference between 

observed and forecasted values, and its mean has been added 

to the product between trend and seasonality, in order to 

obtain the final model. The validation of the resulting model 

has been performed on two different periods (January and 

May) of 2013 CO concentration dataset, giving different 

results. In particular, the second validation dataset shows 

better results in terms of error statistics and normality of the 

distribution. This is probably due to the fact that in this period 

there is a lower variability in the data and the slope is closer to 

the model trend and periodicity, evaluated in the calibration 

phase. Even though the graphical comparison and the error 

means in the two validation datasets are strongly different, the 

median of the error distribution is similar in both periods. The 

median, in fact, is a better measure of central tendency with 

respect to the mean, in case of random peaks presence in the 

dataset.  

In addition, a PCA was applied by using hourly measured 

data (meteorological parameters and air criteria pollutants 

concentrations) for one year period in order to reduce the 

number of input variables to be used in future multiple 

regressions modelling in order to predict CO concentrations. 

Resulting principal components (PCs) contain the following 

variables: barometric pressure (P), nitrogen dioxide (NO2), 

nitrogen oxides (NOx), particulate matter (PM10 and PM2.5), 

Temperature (T), and solar radiation (SR). These PCs could 

become ideal to use as predictors in a multiple regression 

equation since they optimize spatial patterns and remove 

possible complications caused by multicollinearity.  

Finally, it can be affirmed that the TSA model presented in 

this paper is able to predict the general slope of the data, while 

local variations and random peaks are hard to be predicted. 

Further studies on multiple periodicity or different regression 

methods represent the next steps of this analysis, and will be 

postponed to future works. 
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