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  Abstract ⎯ The paper deals with the relations between 
knowledge management, uncertainty and the context evaluation on 
the background of computer science, artificial intelligence and the 
new possibilities of information technologies that can help us to 
carry out the knowledge management strategies. The paper discuss 
the problem of wide context (temporal, spatial, local, objective, 
attribute oriented, relation oriented) as a tool to compensate and to 
decrease the uncertainty of data, classification and analytical 
process at all process to increase the information value of decision 
support. The contribution deals with a problem of creating the 
composed classifier with boosting architecture, whose components 
are composed of classifiers working with k - NN algorithm (k - th 
nearest neighbour).  
 
   Keywords ⎯ Boosting architecture., contextual modelling, 
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I.   INTRODUCTION 
 
    The ways of managing and distributing data and 
particularly data sources has rapidly changed. Data are 
collected and processed and during the last couple of years 
the data flows in and between organizations have extremely 
increased. In the connection with these facts also the data 
management tools and techniques are continually changed 
[10]. It includes the automated knowledge acquiring, proper 
handling of large volumes of data, new accesses to data 
interpretation and effective exchange of information 
between and among various institutions.  
   The knowledge is an issue changing the society and 
economy today.  Knowledge has become the most 
important resource. So, knowledge management is an 
essential process improving competitive advantage.  
   Knowledge management tries to compensate the loss of 
stable procedural knowledge, the loss of customer-related or 
project-related experiences and know-how eventually the 
loss of the middle management information analysis and 
routing services.  
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Together with the globalisation of business, an enormous 
market pressure enforces ever-shorter product life cycles. 
On the other hand, modern information technology allows 
worldwide geographically dispersed development teams, 
virtual enterprises [3] and close cooperation with suppliers, 
customer companies, and outsourced service providers. The 
area in Computer Science that is most influenced by the 
concept of knowledge is Artificial Intelligence (AI) and 
Knowledge Based Systems (KBS) [6]. 
    In the early 1980s the development of a KBS was seen as 
a process of transferring human knowledge to an 
implemented knowledge base. This transfer was based on 
the assumption that the knowledge, which is required by  
the KBS, already exists and only has to be collected and 
implemented [5].  
    Since the knowledge is specified independently from the 
application domain, reuse of the knowledge is enabled for 
different domains and applications. Besides knowledge 
modelling and knowledge representation is also an 
important field of research in computer science and AI. 
    Some observations can be made about modelling view of 
the building process of a KBS.  

 
 The model is only an approximation of reality. 
 The modelling process is a cyclic process. New 

observations may lead to a refinement and 
modification. On the other hand, the model may 
guide further acquisition of knowledge – contextual 
understanding. 

 The modelling process is dependent on the 
subjective interpretation of the knowledge engineer. 
Therefore this process is faulty and an evaluation of 
the model with respect to reality is indispensable for 
the creation of an adequate model. 

 
 

II.   UNCERTAINTY 
 
    The dimensionality of data and the complexity of objects 
structure hierarchy are rapidly growing and consequently 
with these aspects increase the uncertainty entering into the 
processing.  
   Data uncertainty plays a special role in the environment of 
Internet and Web Services [3]. It is quite another situation 
than in case of the closed system, where the user has full 
control over all steps of processing from data input to 
presentation of results. In frame of open interoperable 
system with access to web sources with a great number of 
existing databases the user control gets completely lost. 
     A great number of existing databases offer a variety of 
data sets covering different thematic aspects like 
topographic information, cadastral data, statistical data, 
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digital maps, aerial and satellite images including temporal 
data. Data collection is changing from digitising own data to 
retrieving and transferring from existing databases coming 
from task processing and result presentation. 
     To deal with such data sets, the user requires an 
uncertainty description that has to be added by the producer. 
User needs an appropriate uncertainty model for this 
purpose, integrated in GIS [4]. From the philosophical point 
of view the uncertainty is quite natural part of our life and 
the surrounding world.     Usually we meet uncertainty in the 
sense of valuation.  
 
 
Uncertainty is a real and universal phenomenon in valuation 
and the sources of uncertainty are rational and can be 
identified. Valuation is the process of estimating the value 
and estimation will be affected by uncertainties. The input 
uncertainties will translate into an uncertainty of the 
valuation.  

Actually – the uncertainty arises from imperfect 
understanding of the events and processes in the world 
around. From another point of view the fact of uncertainty is 
very stimulating for the research on the field of defining, 
measuring, modelling and visualizing uncertainty and data 
quality analysis. The uncertainty opens the space for further 
questions like: where, why and when and the answers to this 
question can help us to do better decisions [7]. 

To gain the relevant answer it is necessary incorporate 
the various contexts into the analysis of objects, phenomena, 
events and processes and connect up uncertainty into the 
knowledge-construction and decision-making process 
through context cognition.  

Open systems are using frequently various models but 
the model is only an approximation of reality and the 
modelling process is dependent on the subjective 
interpretation of the knowledge. It means that new 
observations may lead to a further refinement, modification, 
or completion of the already constructed model. And the 
model may guide further acquisition of knowledge and the 
knowledge is the base for decision support. Moreover, 
besides knowledge modelling also knowledge representation 
is very important field of research. 
 

A. Uncertainty Management  
 

    Data are not perfect from many reasons:  
 

 Incomplete data  
 Precision of measurements  
 Discreet description of connective phenomena  
 Inherent part reflecting our understanding of things 

[11] 
 

     On the other hand the current top level of GIS usage, it is 
control GIS, where the large ability is aided to implement 
knowledge models from different branches of scientific 
investigation, wide context implementation including less 
evident connections, models of trends, objects and expected 
or predicted relations. 
    To reduce uncertainty of data it is mainly the question of 
the proof of recognized quality assurance. Some users often 
take the pragmatic approach to the cost versus accuracy. 
Sometimes, without the relevance testing, the resolution of 
data is used for the whole set of different task. Then the 

problem of over-defined and under-defined objects brings 
the difficulties [8]. 
    Especially uncertainty of a geographic object can be 
modelled through uncertainty of its geospatial, temporal, 
thematic and others  attributes. Uncertainty of relations takes 
into consideration spatial, temporal and spatial- temporal 
relations.  
    To add suitable attribute or to spread the net of relations 
reduce the uncertainty of the object. The special case is to 
model objects uncertainty using spatial-temporal approach 
to the objects and incorporate spatial-temporal relationships. 
The dynamics of object is very powerful tool to obtain exact 
results about the object and phenomenon behaviour to 
support further decision [16]. 
    The decision making process is always associated with 
some level of uncertainty which can rise from:  
 

 Definition of the problem  
 Data used  
 Sequence of operations used to obtain result  
 Understanding of result  

 
GIS is shifting very fast from desktop GIS to network GIS. 
Great advantage of network GIS is ability to provide GIS 
services in a networked environment, typically through the 
Internet.  
    With this technology, all GIS components, data 
components and functional objects, can be distributed across 
the network. In this component-oriented framework the user 
has no problem with the increasing complexity of 
information structures and quality demands and is able 
understand objects and phenomena and theirs expressions in 
various context and provide richer analysis with different 
aspects of modelling. 
 

B. Context Understanding  
 

    The contextual modelling deals with different types of 
context information. It is possible consider context as 
follows [13]: 
    Context as the reflection of object or phenomena using 
different interpretation through the system of cognition: 
perception, conception, and interpretation.  
   Context as the reflection of selected facts is concerned 
with validity of statements and the system of argumentation: 
identification, analysis- coordination, and synthesis – 
decision.  
   Context as the reflection when hypothesis stays instead of 
experience in the system of abduction – instinct based 
context: recognition of patterns, coordination by 
intuition, and judgement due to synthetic inference.  
   Context as the reflection concerning validity of statement 
using knowledge generating system – knowledge based 
context.  
   Using context it is possible to derive new quality of 
information that can be used to support decision. To apply 
the context the composed classifier provides good frame for 
this purpose. 
 
 

III.   COMPOSED CLASSIFIER 
 
    Nowadays many classification technologies and 
algorithms are developed and increased requirements are 
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taken on these technologies in regard to increased precision, 
to achieve shorter classification time and so on. One of the 
possible solutions how to increase fruitfulness of 
classification is utilization of composed classifiers. 
    Composed classifier is a composition of component 
classifiers, which predictions are connecting by combining 
classifier, unlike contrast to simple classifiers. There are 
several architectures for possible combination of classifiers.  
Main architectures for combination of classifiers are: 
 

 Stacked Generalization 
 Boosting 
 Recursive Partitioning 

 
      Stacked Generalization (SG) [21] is a level 
architecture for combination of classifiers, in which 
classifiers on a higher level combine prediction of classifiers 
immediate on the lower level, figure 1, where C1 – Cn are 
component classifiers, C0 is combining classifier. 
 

                    
        

Fig. 1. Architecture SG 
 
     Boosting tries to increase the precision of given classifier 
by creating a complementary component classifier [17] by 
filtration of a training set. On recovery resultant prediction 
is used to vote between existing classifier and new created 
component, fig. 2, where C1 is given basic classifier, C2 and 
C3 are supplementary classifiers, C0 is combining classifier. 
 
 

                          
 

Fig. 2.  Boosting architecture 
 

Recursive Partitioning (RP) is method for connecting 
of classifiers, in which domain space is divided recursively 
into many areas [20]. One classifier for prediction is applied 
in every of these areas, figure 3, where C0 – C8 are 
component classifiers. 

Common feature of these three architectures is the fact 
that they trying to reduce error of classification by combined 
prediction of component classifiers. 

 

 

                               
           

Fig. 3. Architecture RP 
 
 

A. Composite Classifier Design Criteria 
 

    There are three primary criteria that have been applied to 
creating composite classifiers: 
     Accuracy of the component classifiers - the accuracy 
criterion arises from a desire to make the component 
classifiers independently accurate. By “independently,” we 
mean when applied alone as a single classifier. 
     Diversity of the component classifiers - the diversity 
criterion arises from the simple observation that combining 
the predictions of a set of classifiers that all make the same 
errors cannot lead to any improvement in the accuracy of the 
composite prediction. 
     Efficiency of the entire composite classifier - the 
efficiency criterion is less often considered in composite 
classifier work, but arises from the general requirement that 
a classifier should use only reasonable amounts of time and 
memory for training and application. 
 
 

IV.   EXPERIMENTS 
 

      In this work was used composed classifier based on 
architecture Boosting, which forms more-accurately 
composed classifier by combine existing basic k-NN 
classifier with the others supplementary classifiers. 
Supplementary classifiers were created with methods CR 
(Coarse Reclassification), DM (Deliberate 
Misclassification), CF (Composite Fitness) and SF-F 
(Composite Fitness-Feature Selection) [19]. These methods 
verified various opinions to create accurate supplementary 
classifier. 
 

A. Algorithm ID3 
   

     Algorithm ID3 [20] is the best-known algorithm 
generating decision tree by method from the top to down. 
Finishing criterion of this algorithm is that every subspace 
contains only examples of the one class.  
     If a set of attributes is sufficient, the decision trees 
constructed by the mentioned progress, correctly classify the 
training examples. For classification of the new example is 
needed by monitoring the way from radical element of 
decision tree until the end node. At every interior node 
follows branch corresponding to the value of testing 
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attribute. A class near the terminal node introduces 
prediction of the class for existing examples. 
 

B. Classifier k-NN 
 

     The classification rule of the k-nearest neighbour [19] is 
non-parametric statistical criterion. This algorithm 
designates class of unknown quantities sample according to 
base the classes to the nearest neighbour. Algorithm 
operates with constant numbers of attributes and it doesn't 
need to know statistical distribution of training set. At 
classification by choosing distance metric calculate distance 
of testing sample to all placing training samples. Then the 
sample is assigned from training and set into the class of the 
nearest neighbour. 
     Partial methods of boosting and verification of 
improvement precision were tested on data from remote 
sensing of the Earth by LANDSAT TM (7 spectral 
channels). The data set consists of 368 152 pixels 
(specimens) of the Earth surface, where one of them 
represents area of 30 x 30 meters, representing a total of 332 
sq km of land. A 7-dimensional vector characterizes every 
pixel. These partial components are describing the 
brightness of the seven spectral bands. 
 

C. Evaluation  
 

     The best method for creating supplementary classifiers 
independently on applications combining classifiers by 
general results on testing database was the already 
mentioned method Composite Fitness-Feature Selection. In 
the three cases for methods Coarse Reclassification, 
Deliberate Misclassification and Composite Fitness is better 
combining classifier ID3. Additionally ID3 needs smaller 
numbers of supplementary classifiers (1-3) on achievement 
of this precision. In the aggregate the best average precision 
has composed classifier with 10 supplementary classifiers 
combination with 5-NN classifier. 
    The best average accuracies for existing combining 
classifiers are mentioned in percentages in Table 1, where 
number SC is the number of Supplementary Classifiers. 
 
 

TABLE  I. 
THE BEST RESULTANT ACCURACIES FOR SINGLE METHODS 

 CR AND DM 

      
 
 

TABLE II. 
THE BEST RESULTANT ACCURACIES FOR SINGLE METHODS 

 CF AND CF-FS 

               
 
 

     Methods for generation suitable supplementary 
classifiers were mentioned for existing k-NN classifier. 
These classifiers were combined by duo combining 
classifiers - ID3 and k-NN. By comparing the combined 
classifiers ID3 and k-NN with majority voting, on the 
average algorithm ID3 reaches for all methods and has 
better results with smaller number of supplementary 
classifiers. 
                                            
 

IV.  CONCLUSION 
 
The contribution deals with more abstract level for 
reflection and understanding of the various modelling 
processes. In this paper, the problem of wide spatial and 
temporal context is discussed. Our decisions are becoming 
increasingly dependent on understanding of complex 
relations and phenomena in the world around and context 
modelling is able to incorporate new requirements and 
produce more valuable results. The main goal has been to 
show selected aspects of this process and compare the 
increasing possibilities of the sources with the difficulties of 
data contextual structuring, implementation and evaluation. 
     The paper shows the architecture of composed classifier 
gives the space where it is possible to incorporate the 
additional aspects and refine our decision rules.  
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