
 

 

  
Abstract— Yield management in semiconductor manufacturing 

companies requires accurate yield prediction and continual control. 
However, because many factors are complexly involved in the 
production of semiconductors, manufacturers or engineers have a hard 
time managing yield precisely. Intelligent tools need to analyze 
multiple process variables concerned and to predict production yield 
effectively. This paper devises a hybrid method of incorporating 
machine learning techniques together to detect high and low yields in 
semiconductor manufacturing. The hybrid method has strong 
applicative advantages in these manufacturing situations, whereby 
control of a variety of process variables is interrelated. In the real 
applications, the hybrid method provides more accurate yield 
prediction than other methods that have been used. With this method, 
the company achieves a higher yield rate by preventing low-yield lots 
in advance. 
 

Keywords— Hybrid application, machine learning, case-based 
reasoning, feature weighting.  

I. INTRODUCTION 

N the manufacturing of semiconductors, final products are 
fabricated through several hundreds of processes which are 

highly automated and dramatically interdependent. Most 
manufacturing processes in use today are complexly intertwined 
and become infinitesimal when using nanometer-scale 
technology.  

For those manufacturers or engineers, yield is considered as a 
very important factor that has to be monitored and controlled. 
Yield is defined as the ratio of normal products to finished 
products. Yield management in the semiconductor industry is 
understood as a comprehensive analytical system which has the 
characteristic of complex systems. A complex system has many 
independent component variables that interact with each other 
in many complicated ways. Therefore it is considered to be 
difficult to predict and control. 

Yield in semiconductor fabrication is strongly affected by 
several factors, including particles or contaminants on the wafer, 
substances in the manufacturing instruments, manufacturing 
process parameters, process engineers’ attitudes, and the design 
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of semiconductors.  
Semiconductor companies can achieve a certain degree of 

yield by applying statistical process control and 6-sigma to a 
semiconductor. Yield enhancement employing statistical 
measurements, however, has difficulty in preventing low-yield 
lots effectively in advance. This is because manufacturing 
process variables which affect changes in the yield have a 
non-linear complex relationship with the yield. Due to this 
interactive effect among several variables, manufacturers can 
hardly pinpoint problems in time, when small changes in a 
relationship between process parameters can cause changes in 
the yield. 

Other intelligent techniques are, thus, needed in order to 
detect the main process variables which seriously affect changes 
in the yield. We have developed a hybrid prediction system in 
the semiconductor industry as a complement to the existing 
statistical approach. This system is based on a hybrid 
application of machine learning techniques to effectively depict 
multiple process variables concerned with predicting the 
production yield in semiconductor manufacturing.  

The hybrid prediction system adopts neural networks (NNs) 
and case-based reasoning (CBR) which can be directly applied 
to prediction purposes. However, CBR suffers from feature 
weighting; when it measures the distance between cases, some 
features should be weighted differently. Many feature-weighted 
variants of the k-Nearest Neighbor (k-NN) have been proposed 
to assign higher weights to more relevant features for case 
retrieval purposes [1][2]. Though those variants have been 
reported as improving their retrieval accuracy regarding some 
tasks, few have been used in conjunction with neural networks 
to predict yield performance in semiconductor manufacturing.  

In order to weigh features, the hybrid system adopts four 
feature-weighting methods: Sensitivity, Activity, Saliency, and 
Relevance. Each method calculates the degree of each feature’s 
importance by using the connection weights and activation 
patterns of the nodes in the trained neural network. 

In order to validate this hybrid approach, the developed 
system was applied to an international semiconductor company, 
which has been ranked one of the top manufacturers in the world. 
After comparing this hybrid method with other methods that 
have been used, this paper shows the hybrid method provides 
more accurate yield prediction.  

This paper is organized as follows: Section 2 reviews various 
approaches in providing yield management applied to 
semiconductor manufacturing. This section focuses on hybrid 
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applications combining machine learning techniques. Section 3 
describes the methodology of the hybrid yield prediction system 
in the semiconductor industry. Experimental results are 
presented in Section 4 to validate the system. Finally, this paper 
is concluded by briefly summarizing the study and the direction 
of future research. 

II. LITERATURE REVIEW 

Liao [3] surveyed expert systems development literature from 
1995 to 2004. Based on his findings, the major applications 
implementing hybrid CBR have happened in the following 
areas: manufacturing design, fault diagnosis, knowledge 
modeling and management, and medical planning and 
application. 

The hybrid CBR approach has been extensively adopted in 
manufacturing design and fault diagnosis. Hui and Jha [4] 
integrated NN, CBR, and rule-based reasoning to support 
customer service activities, such as decision support and 
machine fault diagnosis in a manufacturing environment. Liao 
[5] integrated a CBR method with a multi-layer perceptron for 
the automatic identification of failure mechanisms in the entire 
failure analysis process. Yang, Han, and Kim [6] integrated 
CBR with an ART-Kohonen NN to enhance fault diagnosis of 
electric motors. Tan, Lim, Platts, and Koay [7] integrated CBR 
and the fuzzy ARTMAP NN to support managers in making 
timely and optimal manufacturing technology investment 
decisions. Saridakis and Dentsoras [8] introduced a case-based 
design with a soft computing system to evaluate the parametric 
design of an oscillating conveyor.  

The following research works in the knowledge modeling and 
management areas have been developed. Hui, Fong, and Jha [9] 
combined the CBR and NN approach to extract knowledge from 
the previous customer services and recall the appropriate 
service. Choy, Lee, and Lo [10] developed an intelligent 
supplier relationship management system using hybrid CBR and 
NN techniques to select and benchmark potential suppliers of 
Honeywell Consumer Products Limited in Hong Kong. Yu and 
Liu [11] proposed a hybridization of both symbolic and numeric 
reasoning techniques to achieve a higher accuracy and 
overcome the data scarcity problem in the construction project 
database. Chen and Hsu [12] solved potential lawsuit problems 
caused by change orders in construction projects. They utilized 
NNs to predict litigation likelihood, and utilized CBR to warn 
yields. Im and Park [13] developed a hybrid expert system of 
CBR and NN for a personalized counseling system for the 
cosmetic industry. 

Hybrid CBR has also been used in the medical planning and 
application areas. Guiu, Ribé, Mansilla, and Fàbrega [14] 
introduced a case-based classifier system to solve the automatic 
diagnosis of Mammary Biopsy Images. Hsu and Ho [15] 
combined the CBR, NN, fuzzy theory, and induction theory 
together to facilitate multiple-disease diagnosis and the learning 
of new adaptation knowledge. Wyns, Boullart, Sette, Baeten, 
Hoffman, and Keyser [16] applied a modified Kohonen 
mapping combined with a CBR evaluation criterion to predict 

early arthritis, including rheumatoid arthritis and 
spondyloarthropathy. Ahn and Kim [17] combined the CBR 
with genetic algorithms to evaluate cytological features derived 
from a digital scan of breast fine needle aspirate (FNA) slides. 

As well, hybrid CBRs have been used in the financial 
forecasting areas. Kim and Han [18] presented a case-indexing 
method of CBR which utilizes SOM for the prediction of 
corporate bond rating. Li, Sun, and Sun [19] introduced a 
feature-based similarity measure to deal with financial distress 
prediction (e.g., bankruptcy prediction) in China. Chang and Lai 
[20] integrated the SOM and CBR for sales forecasts of newly 
released books. Chang, Lai, and Lai [21] evolved a CBR system 
with genetic algorithm for wholesaler returning book 
forecasting. Chun and Park [22] devised a regression CBR for 
financial forecasting, which applies different weights to 
independent variables before finding similar cases. Kumar and 
Ravi [23] presented a comprehensive review of the works 
utilizing NN and CBR to solve the bankruptcy prediction 
problems faced by banks.  

III. HYBRID CASE-BASED REASONING SYSTEM 

In order to improve the ability of predicting yield accurately, 
a hybrid prediction system was developed for the 
semiconductor industry. It is a hybrid method combining 
machine learning techniques, such as back-propagation network 
(BPN), CBR, and k-NN (see Fig. 1).  
 

 
Fig. 1 The architecture of neural feature-weighted case retrieval 
 

The hybrid system consists of four phases: Learning about the 
relationship between case variables and yield, feature weighting, 
extracting k similar cases, and weighted averaging of extracted 
yields. The first phase finds the relative importance of 
independent variables from the relationship between 
independent variables (i.e., manufacturing process variables) 
and a dependent variable (i.e., yield). When the training of a 
BPN is finished in the instance of the Yield case base, the 
connection weights of a trained neural network reveal the 
importance of the relationship between the process variables 
and yield.  
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To obtain a set of feature weights from the trained network, 
four feature-weighting methods are utilized: Sensitivity, 
Activity, Saliency, and Relevance [2][24][25]. Each of these 
methods calculates the degree of each feature’s importance by 
using the connection weights and activation patterns of the 
nodes in the trained neural network. The feature-weighting 
algorithms are briefly described as follows: 
 
l ‘Sensitivity’ weighting method 

An input node i’s sensitivity (
i

Sen ) is calculated by removing 

the input node from the trained neural network. The sensitivity 
of an input node is the difference in error between the removal 
of the feature and when it is left in place. 

i
Sen  is calculated by 

the following equation: 
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max ,  0

( )

f

i f

E E w
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−
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                                            (1) 

 
where (0)E  indicates the amount of error after removing an 

input node i and ( )fE w  means the error value when the node is 
left untouched. The error value is based on the following 
equation: 
 

y
CB

E y o= −∑                                                                           (2) 

 
where CB is a case base which contains case variables (features) 
and corresponding yield and y  indicates the actual yield value 

and 
y

o  indicates the yield value observed by the BPN. 

 
l ‘Activity’ weighting method 

Node activity is measured by the variance of the level of 
activation for the training data. When the activity value of a 
node varies significantly according to its input value, the 
activity of the node is high. 

 Activity of an input node i (
i

Act ) is calculated by the 

following equations: 
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where 
i

x  represents input nodes ( 1, ,i N= K ), h

j
Act  is the 

activity of a hidden node j ( 1, ,j H= K ); k signifies output 

nodes ( 1, ,k O= K ); 
kj

w  represents a connection weight from a 

hidden node j to an output node k, 
ji

w  is a weight connected 

from an input node i to a hidden node j, var()  is the variance 

function, and ()σ  is the activation function. 
 
l ‘Saliency’ weighting method 

Saliency is measured by estimating the second derivative of 
the error with respect to weight. Saliency is used to prune neural 
networks iteratively: that is, to train to reasonable error levels, 
compute saliencies, delete low saliency weights, and resume 
training. 

Saliency of an input node i (
i

Sal ) is calculated by the 

following function: 
 

2 2
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i kj ji

j k

Sal w w
= =

= ∑∑                                                                         (5) 

 
l ‘Relevance’ weighting method 

The variance of weight in a node is a good predictor of the 
node’s Relevance. This relevance is a good predictor of the 
expected increase in error when the node’s largest weight is 
deleted. 

Relevance of an input node i (
i

Rel ) is calculated by the 

following equations: 
 

h

i ji j
Rel w Rel= ⋅                                                                              (6) 
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where h

j
Rel  is the relevance of a hidden node j. 

 
After weighting features based on the trained neural network 

and four weighting methods, a k-NN algorithm finds the most 
similar k cases from the case base. When a new query comes in, 
the normalized Euclidean distance, ( ),  ∆ q x  between the 

query and the case is calculated as follows: 
 

( ) ( )2

1

,  ,  
N

i i i
i

w q xδ
=

∆ = ∑q x                                                          (8) 

( )
if attribute  is numeric;

,  0 if attribute  is symbolic and ;

1 otherwise.

i i
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−

= =






        (9) 

 
where q  is the query and x  is a case which is stored in the case 

base, 
i

q  and 
i

x  are the ith input feature values of q  and x . In 

this case, 
i

w  is one of the Sensitivity, Activity, Saliency, and 

Relevance weights, which is assigned to the ith feature. 

( ),  
i i

q xδ  is the difference between the two values 
i

q  and 
i

x .  

Finally, in order to calculate the predicted value of yield, the 
hybrid prediction system calculates the weighted average of 
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yields from these k similar cases. At this time, the normalized 
distances to the query are used as the weights. The predicted 
value of yield is calculated as follows:  
 

Predicted yield = 

1

1

( ,  )
k

l l

l

y

k

−

=

∆∑ q x
                              (10) 

 
where 

l
y  is the lth production yield which is discovered from 

the feature-weighted case retrieval. 

IV. APPLICATION AND EVALUATION 

In order to verify the effectiveness of the hybrid method 
devised in this paper, it was applied to the production data 
collected from the manufacturing lots of a Korean 
semiconductor company: 230 high-yield lots, 230 low-yield lots, 
and 16 process variables. By definition, a high-yield lot delivers 
more than 90% yield from a lot and a low-yield lot conveys less 
than 60% yield from a lot. This definition is still in use by the 
engineers of the company. Sixteen process variables were 
allowed to be collected due to the data security constraint 
enforced by the company. Among the real lot data collected, 
276 lots (60%) were utilized as training data and 184 lots (40%) 
were utilized as testing data. 

A BPN was constructed in order to learn the relationship 
between case variables and yield. Akaike Information Criterion 
(AIC) is used to determine the optimal topology of the neural 
network. AIC, which is as famous as Schwartz Bayesian 
Criterion, picks up the optimal number of hidden nodes through 
a heuristic search [26]. When the number of input nodes is set to 
16, the number of hidden layers is one, and the number of output 
nodes is one, AIC determined 25 hidden nodes as an optimal 
structure of the BPN. 

To evaluate the predictive performance of CBR with the 
Sensitivity weighting scheme (BPN+CBR_Sen), the BPN had 
16 input nodes, 25 hidden nodes, and one output node in its 
structure. 276 training data flowed through this BPN in order. 
When training was done, the Sensitivity weights of the 16 input 
nodes (i.e., process variables of manufacturing) were 
determined. Using these weights, a k-NN algorithm acquired the 
k nearest cases from a set of cases in the Yield case base. We 
reiterated the same experiment ten times and calculated the 
variance of predictive performance of the BPN+CBR_Sen. 

Following the experimental procedure done for the 
BPN+CBR_Sen, the CBR with the Activity weighting scheme 
(BPN+CBR_Act), the CBR with the Relevance weighting 
scheme (BPN+CBR_Rel), and the CBR with the Saliency 
weighting scheme (BPN+CBR_Sal) were constructed, trained, 
and evaluated against the testing data. Also, these four hybrid 
methods were compared with a CBR-alone method in order to 
show performance comparison.  

Table 1 shows the performances (e.g., averages and standard 

deviations) of all feature-weighting methods, according to 
varying k. The second to fifth columns show mean errors and 
their standard deviations of the feature-weighting CBRs, 
computed from experiments conducted ten times for each k. The 
‘CBR-alone’ column shows CBR errors without feature 
weighting, that is, pure k-NN algorithm. Since we performed 
one experiment with the CBR-alone method for each k, the 
CBR-alone column does not include standard deviations.  

According to the table, the BPN+CBR_Sen shows the lowest 
error rate when k is set to five; the BPN+CBR_Act has the 
lowest error rate when k is set to 11; the BPN+CBR_Sal shows 
the lowest error rate when k is set to five; and the 
BPN+CBR_Rel shows the lowest error rate when k is set to nine. 
Beyond those points of k in each weighting method, the error 
rates slightly increased. 

Fig. 2 illustrates the average prediction accuracy of all 
feature-weighting methods, according to varying k. 
 

 
Fig. 2 Average prediction accuracy of each weighting scheme 
 

All the four weighting methods excelled the CBR-alone 
method in every experiment. Furthermore, in most experiments, 
the BPN+CBR_Act showed the highest prediction accuracy, 
followed by BPN+CBR_Sal, BPN+CBR_Rel, and 
BPN+CBR_Sen.  

As k increases to 11, the difference in the prediction accuracy 
gets bigger between the CBR-alone and BPN+CBR_Act 
weighting methods. There are, however, small differences in the 
prediction accuracy among the four feature-weighting methods.  

In general, it is difficult to decide which weighting method is 
the best. We suggest that one should test the four methods at the 
initial development phase and then implement the one with the 
lowest prediction error in the production phase. In this case, 
adopting the BPN+CBR_Act weighting method is an 
acceptable solution to predict the yield rate in semiconductor 
manufacturing. 
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V. CONCLUSION 

Yield management in the semiconductor industry is 
understood as a very important management practice that has to 
be monitored and controlled completely. Because 
manufacturing process variables have a non-linear complex 
relationship with the yield, manufacturers need an intelligent 
approach to pinpoint the relationship between process 
parameters in time. 

In this paper, we devised and applied a hybrid method 
combining BPN and CBR, to predict the yield of the target 
semiconductor manufacturing company. In the hybrid 
prediction system, the BPN was used to assign relative weights 
to manufacturing process features of each case in the yield case 
base. 

As the literature review in Section 2 revealed, there was no 
previous similar research for predicting the yield rate of the 
semiconductor company utilizing the neural feature-weighting 
CBR. The hybrid system showed that the CBR with the 
‘Activity’ weighting method had a better prediction rate, 
outperforming the CBR-alone and all other weighting methods. 
The hybrid CBR also showed better performance than the 
existing statistical approach. 

However, in order to achieve a more accurate prediction rate, 
the hybrid system needs more process variables and data from 
the target company. Even though the existing 16 variables used 
in this paper were determined by the manufacturing engineers, it 
is difficult to achieve a more accurate prediction rate by only 
using these variables and data. This will be the next challenging 
research. 
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