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A comparison of RBF networks and randon
forest inforecastingpzone day

Hyontai Sug

relatively poor accuracy compared to other knowledge models
Abstract— It is known that random forest has good performanckke neural networks. In order to overcome the problem, a large
for data sets containing some irrelevant features, and it is also knomiimber of decision tree are generated for the statseset, and

that the performance of random fdrés very good at ozone day yseq simultaneously for prediction. Random foresi, [J12],
prediction data set that is supposed to have some irrelevant featu

On the other hand, it is known that when data sets do not cont;ﬁwg] is one of SUCh_ method, and known to be robust for
irelevant features, RBF networks are good at prediction tasK&elevant features with very good performance. aadom
Moreover, in general, we daot have exact knowledge aboutforestalgorithm is applied to some datasdike ozone data set
irrelevant features, because data space is usually far greater ttiwat is guessed to have some evaht features by domain
available data for training. So we want to test that the two facts as@perts[14], andthe random forest algorithrshowed very
true or not for the ozone data set. Experiments were done with rand

forests and RBRetworks using #means clustering, and showed thatagbd resultin this paper, we want to compare the perfaroea

RBF networks are slightly better than random forest for the ozone (ﬁKIRBF networks and random forest especially for the ozone
prediction data set, becaeswe do not have exact knowledge about

irrelevant features in the data set, and moreover, depending on
Keywords— RBF networks, random forest, decision treesflata sets RBF networks are known to have very good
irrelevant features performance.
In section 2, we provide the related work to our research, and
. INTRODUCTION in sections 3 we preseabme detail about random forest and
Neural networks and decisiorees are widely accepteatf RBF networks, and in section 4 we preseat methodof
classificationtasks indata miningor machine learning, experiment Experimens were run to see the effect of the
and because each knowledge model has its own characteristiethod in section5. Finally section 6 provides some
finding appropriate knowledge modelsth the smallest error conclusions
rates for given data st crucial for the suzess of data mining
tasks [1, [2], [3].[4]. Even thougtthe two knowledge models Il. RELATED WoRK

are the most successful data minimg machine learning  There is a big differencenitraining time between neural
methodologies, there are someak pointsfor each method networks and decision trees. Generally, it takes far longer time
because ofthe fact that they are built based on greedy train neural networks than decision trees. But the two
algorithms andusually bythe knowledge of experts. knowledge models are used very widely, because each one has
Radial basis function (RBF) networks belong to one of majeis own good points. Aere are two kindsfmetworks based on
neural networks, and draw many researchers’ attention becahHs@ the networks are interconnectedeedforward neural
of good performance in many application fieldk [$], [7]. networks and recurrent neural networks]] RBF networks
Radial basis funath makes an approximation based omyre one of the most popular fefedward networks 16]. The
training data, and Gaussian function is used mostly as tfgining time ofRBF networkds relatively shorter than o
radial bais function [, [9]. In order to train RBF networks neural network algorithms. A good point RBF networksis
first we should find appropriate centre and radius of radigheir good prediction accuracy with smsited data sets,
basis function. For this task, we mage some unsupervisedwhich is also true for other neural networks.
learning algaithms like k-means clustering, becauserleans  \When we have very large data sets for training, we may use
clustering algorithm is one of the mostly used algorithm fafiecision tree algorithmi® save training timeThere have been
clustering [10]. a lot of efforts to build better decision trees with respect to
Even though decision trees are widely accepted for dadgcuracyC4.5 [17] s a fast and dirty type algorithm that was
mining or machine learning tasks, tiegve some weak points developed in early 90’s, and is often referred in literature
like data fragmentation. So, sometimes decision trees haygcause of its wide availabilif§t8]. Random forest [11[19]
uses many decision trees simultaneously for prediction so that
This work was supported by Dongseo Universifyongseo Frontier Project it can avoid the negative effect of irrelevant features. A good
Research Fund of 2010. . .. . . . -
paint of decision tree algorithms is their scalability so that they
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are also good for very largdata setsThere are scalalle task, we may use s unsupervised learning algbms like
decision treealgorithmsfor large datases like SLIQ [20], k-means clustering. After deciding the centers and radiuses
SPRINT R1], andPUBLIC [22]. SLIQ saves computing time logistic regression can be used to predict a class. So, K, the
especially for continuous attributes by using a-gwding number of clusters in RBF network, is an important parameter
technique in tregrowth phase, and SPRINT is anproved that we can choose.

version of SLIQ to solve the scalability problem by building

trees in parallel. PUBLIC tries to save some computing time by IV. THE METHODOF EXPERIMENT

integratingthe steps opruning and generating branchés.  \we used four random sample sets of size 200, 400, 600, 800,
[23] the authors compared the performance of four differeatooo, 1,200, 1,400, 1,600 to see the trend of accuracy change
neural networks, backpropagation network, RBF networkyith the two algorithms. For each random data set three

fuzzy-ARTUP-Net, LVQ, with binary and ary decision trees gjfferent random forests are generated, and a decisionftree o
in industrial radiographic testing data, and showed thes s js generated for reference

superiority of the four neural networks. On the contrary, Zangwe use RBF network that is based em&ans clustering,

and Fan [1}4 [24] showel that bagging decision trees orand because we want to find the best one, we increase the
random forest is the best predictors for ozone day predictioni@imper of clusters incrementally, until some predefined limit.

their experiment. But they omitted some possible performangge following is a brief description of tipgoceduréo find the
comparison with other neural networks. So we want t0 S@@st RBF network.

some other alternative data mining metti@e RBF networks
could generate better prediction accuracy for the data sety |nitialize the number of clusters as two:

empirically. 2.Generate RBF network with the_number_of clusters

/* the accuracy of the RBF network is the base accgitacy
Ill. RANDOM FOREST AND RBF NETWORK 3.best_accuracy := base_accuracy

We apply two existing data mining algorithms; radial basis 4. Repeatm times

function networks, and random foreRandom forest consists 4.1 the_number_ofclusters :=
of many deaion trees, and each tree votes for a class based on the_number_of_clusters + two;
its own classification result. Each tree is constructed using the 4.2 Generate RBF network with
following algorithm: the_number_of_clusters
4.3 If the accuracy of the RBF network is greater than

1. F: the number of features to choose randomly the best_accuradyhen

2. N: the number of training examples. best_accuracy := the accurafithe RBF network

3. Choose a training set of sizerfindomly by choosing N End Repeat

times without replacement.
4. Generate a decision tree based on F with no pruning. In the algorithm depeling on the size of available training

data set, we set the value of m appropriately, and the number of

The used dedien tree algorithm for random forest is CARTclusters is incremented by the number of classes, which is two.
[25]. Parameters for random forest are the number of treeslinthe experiment below m is set to larger values, if the size of
the forest, and the number fefatures to choose randomly, F.training data set irger.
According to Breiman [11], the number of trees in the forest
can be 100, and F can be the first integer less thaN led, V. EXPERIMENTATION
where K is the number of features of the target data set. Butgxperimens were run using datasetsin UCI machine
because Zang and Fan [1424] reommended 30 as the |earning repository 46] called ‘ozone’. The number of
number of trees to generate and the total number of featufigstancesn ozone data sé 2,536 The dataset consists of two
(72) of the ozone data set as the value for F, we also use #fiferent data sets one hour and eight hour data Ste total
values for our experiment. number offeatures oattributes is73, andone of them is class

The task of forecasting with RBF network is a classificatiogttribute having two classes.
or regression problem,osthe problem can be stated as a The data set has large number of attributes compared to the
function approximation problem. Center point and radius aggajlable data, and many attributes have missing values also.
two parameters for Gaussian radial basis function. The cengng and Fan [14p4] guessé that there might be some
of the radial basis function indicates the central position, afdlejevant attributes, so that they preferred random forest to
the radius determines how the fumispreads around its Sing|e decision tree to average the effect of the evagit
center. When we use Gaussian as a basis function, mean isjifpgputes.
center and variance is the radius. We usedRBF network using4means clusterintptrain for a

In order to train RBF networks first we should findyarietynumber of clustess andalso usectandom forest using
appropriate center and radius of radial basis function. For tt\RT [27] for conparison The following table 1o table18
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shows the result of experimentsTable 1 thru 9 represent (2) (2) (2 (2
results for ozone one hour data set, and Table 10 thru 18RF1 97.3315 | 97.1442 | 97.0037 | 97.0051
represent results for ozone eight hour dataFsat experimen RF2 97.142 |97.191 97.0037 | 97.0519
CA4.5 uses default parameter values. RF3 97.1442 | 97.191 97.0037 | 97.0051
The number in the parentheses after the accuracy of the RRERF avg | 97.2067 | 97.1754 | 97.0037 | 97.0207

network in the tables iS the number Of Clusters. The paramet?&‘ﬁﬂe 2-2. average accuracy for ‘ozone one hour’ data set for
for the three random forests are given differerftly random
forest 1 (RF1) 30 trees with2 features for random forest 2

(RF2) 100 trees with 7 featurdsr random forest 3 (RF3) 30 Average accuracy
trees with 7 features. C4.5 96.0209

The parameter values of 30 trees and 72 features are based on RBEN | 97.1094 (2)
suggested values by Zang anf Fan’s papet, [[24]. The RF1 97.1211
parameter values df00 trees with 7 features are based on RF2 97.097
Breiman’s [11]. The parameter values of 30 trees and 7 features RF3 97.086
are a combination of Zang and Fan’s with Breiman’s. Finally, RF avg | 97.1016

sample size 400

‘RF avg'’ in the tables is the average accuracy of three random

If we look at table 2L, we can notice that the RBFNs have

) the same accuracy with the best accuracy of random forest for
A. Experiments for Ozone One Hour data Set random sample set 2, 3, and 4. But for random sample set 1,
For the experiments for sample size 200 and 400 of ozorghdom forest 1 has better accuracy thaat ¢ RBFN. If we

one hour data set in table 1 and 2, m was initialized with 10jook at table 2, we can notice that the average accuracy of

RBFNs is slightlysmallerthan the best of random forests

forests. All accuracies arepresented in percentage.

Table 1-1. results for ‘ozone one hour'data set for sample size

200 Table 3-1. results for ‘0zone one hour’ data set for sample size
600
Sample 1| Sample 2| Sample 3| Sample 4
C4.5 96.6182 | 97.0462 | 94.7774 | 96.0616 Samp|e 1 Samp|e 2 Samp|e 3 Samp|e 4
RBFN |97.1318 | 97.0462 | 97.1318 | 97.1318 C4.5 058161 | 95.5579 | 96.2829 | 96.6942
(2) (2) 2 2 RBFN | 97.2107 | 97.2624 | 97.0057 | 97.5207
RF1 96.7466 | 96.9178 | 97.0462 | 96.8322 (2) (2) (4) (2)
RF2 97.1318 | 97.0462 | 97.1318 | 97.1318 RF1 97.0558 | 97.2107 | 96.9541 | 97.3657
RF3 96.8322 | 97.0462 | 971318 | 97.1318 RE2 97.2107 | 97.2624 | 96.9541 | 97.469
RF avg | 96.9035 | 97.0034 | 97.1033 | 97.0219 RF3 97.2107 | 97.2624 | 96.9541 | 97.5207
Table 1-2. average accuracy for ‘0zone one hour’ data set for RF avg | 97.1591 | 97.2452 | 96.9541 | 97.4518

sample size 200 Table 3-2. average acuracy for ‘0zone one hour’ data set for

sample size 600

Average accuracy
C4.5 96.1259 Average accuracy
RBFN | 97.1104 (2) C4.5 96.0878
RF1 96.8857 RBFN | 97.2499 (2.5)
RF2 97.1104 RF1 97.1466
RF3 97.0355 RF2 97.2241
RF avg | 97.0153 RF3 97.2370
RF avg | 97.2025

If we look at tabe 1-1, we can notice that the RBFNs have
the same accuracy with the best accuracy of random forest forf we look at table 3L, we can notice that the RBFNs have
each random sample set. If we look at tabi tve can notice the same accuracy with the bascuracy of random forest for
that the average accuracy of RBFNs is the same with the besth random sample set 1, 2, and 4. But for random sample set
average accuracy of the ramal forests. 3, the RBFN has the best accuracy. If we look at tatlev@e

Table 2-1. results for ‘ozone one hour' data set for sample size €& notice that the average accuracy of RBFNs is slightly better

400 than that of random forests
Forthe experiments of sample size 800, 1,000, 1,200, 1,400,
Sample 1| Sample 2| Sample 3| Sample 4 and 1,600 in table 4 to 8, m was initialized with 20
C4.5 95.412 94.6161 | 97.0037 | 97.0519
RBFN | 97.191 97.191 | 97.0037 | 97.0519
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Table 4-1. results for ‘ozone one hour’ data set for sample size
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accuracy, so we can notice thatrthes no difference in
accuracy between RBFNs and random forests for sample size

Table 6-1. results for ‘ozone one hour’ data set for sample size

Sample 1| Sample 2| Sample 3| Sample 4
C4.5 96.1826 | 95.6619 | 97.083 | 95.7535
RBFN | 97.006 |97.1578 | 97.5318 | 96.9311
(26) 2 12) (42)

800
1,000

Sample 1| Sample 2| Sample 3| Sample 4

C45 |97.3502 | 96.3155 | 95.6211 | 96.1406

RBFN |97.235 |97.1215 | 97.235 | 97.0046 1,200
(2 (2 (2 (6)

RF1 | 97.235 |97.1215 | 97.235 | 96.371

RF2 | 97.235 |97.1215 | 97.235 | 96.371

RF3 | 97.235 |97.1215 | 97.235 | 96.7742

RF avg | 97.235 | 97.1215 | 97.235 | 96.5054

Table 4-2. average accuracy for ‘ozone one hour’ data setrfo
sample size 800

If we look at table 41, we can notice that the RBFNs have
the same accuracy with the best accuracy of random forest for
each randm sample set 1, 2, and 3. But for random sample set
4, the RBFN has the best accuracy. If we look at tatdewe
can notice that the average accuracy of RBFNs is slightly bettt%r

Average accuracy
C4.5 96.3569
RBFN | 97.1490 (3)
RF1 97.1318
RF2 96.9906
RF3 97.0914
RF avg | 97.0242

than that of random forests.

Table 5-1. results for ‘0zone one hour’ dateset for sample size

RF1 97.006 97.1578 | 97.3822 | 96.8563
RF2 96.9311 | 97.1578 | 97.5318 | 96.7814
RF3 96.9311 | 97.1578 | 97.5318 | 96.7814
RF avg | 96.9561 | 97.1578 | 97.4819 | 96.8064

Table 6-2. average accuracy for ‘ozone one hour’ data set for
samplesize 1, 200

Average accuracy
C4.5 96.1703

RBFN | 97.1767 (20.5)
RF1 97.1006

RF2 97.1005

RF3 97.1005

RF avg | 97.1005

If we look at table €L, we can notice that the RBFNs have

e same accuracy with the best accuracy of random forest for
random sampleets 1, 2, and 3. But for sample set 4, the RBFN
has the best accuracy. If we look at tabls @e can notice that

the average accuracy of RBFNs is slightly better than that of
random forests

Table 7-1. results for ‘0zone one hour’ data set for samplsize

Sample 1| Sample 2| Sample 3| Sample 4
C4.5 95.6866 | 96.6549 | 96.9517 | 95.7784
RBFN | 96.6549 | 97.2711 | 97.1856 | 97.2735
(34) (40) 2) 2)

1,000

Sample 1| Sample 2| Sample 3| Sample 4

C45 |95.3776 | 97.1373 | 96.4216 | 97.0703

RBFN | 97.3307 | 97.1373 | 96.7469 | 97.0703 1,400
(2 (2 (2 (2

RF1 | 97.3307 | 97.1373 | 96.7469 | 97.0703

RF2 | 97.3307 | 97.1373 | 96.7469 | 97.0703

RF3 | 97.3307 | 97.1373 | 96.74® | 97.0703

RF avg | 97.3307 | 97.1373 | 96.7469 | 97.0703

Table 5-2. average accuracy for ‘ozone one hour’ data set for

sample size 1,000

If we look at take 51, we can notice that the RBFNs have

Average accuracy
C45 96.5017
RBFN | 97.0713 (2)
RF1 97.0713
RF2 97.0713
RF3 97.0713
RF avg | 97.0713

RF1 96.4789 | 97.0951 | 97.1856 | 97.2735
RF2 96.4789 | 97.0951 | 97.1856 | 97.2735
RF3 96.4789 | 97.0951 | 97.1856 | 97.2735
RF avg | 96.4789 | 97.0951 | 97.1856 | 97.2735

Table 7-2. average accuracy for ‘ozone one hour’ data set for
sample size 1,400

Average accuracy
C4.5 96.2679

RBFN | 97.0963(19.5)
RF1 97.0083

RF2 97.0083

RF3 97.0083

the same accuracy with the best accuracy of random forest for
each random sample set, and we also can notice that C4.5 has
good performance. Table-5 shows the result in average
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97.0083

If we look at table 71, wecan notice that the RBFNs have



the same accuracy with the best accuracy of random forest Table 10-1. results for ‘ozone eight hour’ data set for sample size
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random sample sets 3 and 4. But for sample sets 1 and 2,4#@

RBFN has the best accuracy. If we look at tably We can
notice that the average accuracy of RBR&Islightly better

than that of random forests

Table 8-1. results for ‘ozone one hour’ data set for sample size

1,600
Sample 1| Sample 2| Sample 3| Sample 4
C4.5 97.8306 | 96.3714 | 95.5128 | 95.2991
RBFN | 97.624 97.0117 | 96.688 | 97.1154
(26) (30) (18) (10)
RF1 96.5812 | 96.7983 | 96.5812 | 96.7949
RF2 96.9017 | 96.7983 | 96.5812 | 97.0085
RF3 96.9017 | 96.7983 | 96.5812 | 97.1154
RF avg | 96.7949 | 96.7983 | 96.5812 | 96.9729

Table 8-2. average accuracy for ‘ozone one hour’ data set for

sample size 1,600

If we look at table &1,

Average accuracy
C45 96.2535
RBFN | 97.1098(21)
RF1 96.6889
RF2 96.8224
RF3 96.8492
RF avg | 96.7868

Sample 1| Sample 2| Sample 3| Sample 4
C4.5 92.0443 | 92.2879 | 89.9703 | 90.3171
RBFN | 93.7901 | 93.7446 | 93.9227 | 93.7446

2 2 2 2
RF1 93.9186 | 93.916 94.0501 | 93.8732
RF2 94.0043 | 93.7446 | 93.9652 | 93.7446
RF3 93.9186 | 93.7875 | 93.9652 | 93.7875
RF avg | 93.9472 | 93.8160 | 97.9935 | 93.8018

Table 10-2. average accuracy for ‘ozone eight hour’ data set for

sample size 200

Average accuracy
C4.5 91.1549
RBFN | 93.8005 (2)
RF1 93.9395
RF2 93.8647
RF3 93.8647
RF avg | 93.8896

If we look at table 141, we can notice that the RBFNs have
the same accuracy with the worst accuracy of random forest for
each random sample set. If we look at tabl® 1@e can notice
that the average accuracyRBFNs is slighthsmallerthan that
of random forests

we can notice that the RBFNs haveTable 11-1. results for ‘ozone eight hour’ data set for sample size

the same accuracy with the best accuracy of random forest 48P

random sample set 4. But for sample sets 1, 2 ae RBFN
has the best accuracy. If we look at tabls 8e can notice that

the average accuracy of RBFNSs is slightly better than that afC4-5
random forests

All in all for ozone one hour data set, we can infer that RBFN

is better than random forestthe sunmeryin table 9

Table 9. comparison of the best accuracy of RBFN and random

forest based on sample size for ozone one hour data sets

Sample size| RBFN Random forest
200 Same Same

400 Better

600 Better

800 Better

1,000 Same Same

1,200 Better

1,400 Better

1,600 Better

B. Experiments for Ozone Eight Hour Data Set
Next we present the result of experimémt ozone eight the same accuracy with the worst accuracy of random forest for

hour data sefor the experiments for sample size 200 and 40@ndom sample set 3 and 4. But for random sarsel 1, all
of ozone eight hour data set in table 10 and 11, m wkgnhdom forests have better accuracy than that of RBFN, and for

initialized with 10
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Sample 1| Sample 2| Sample 3| Sample 4
91.0497 | 90.2062 | 92.1747 | 90.956
'RBFN | 94.0019 |93.4864 | 93.7207 |93.8144
2 2 2 ()
RF1 94.3768 | 93.5801 | 93.8613 | 93.8144
RF2 94.0956 | 93.5333 | 93.7207 | 93.8144
RF3 94.0487 | 93.3927 | 93.8144 | 93.8613
RF avg | 94.1737 | 93.5020 | 93.7988 | 93.8300

Table 11-2. average accuracy for ‘ozone eight hour’ data set for
sample size 400

Average accuracy
C4.5 91.0967
RBFN | 93.7559 (2)
RF1 93.9082
RF2 93.791
RF3 93.7793
RF avg | 93.8261

If we look at table 141, we can notice that the RBFNs have

random sample set 2, the accuracy of RBFN is middle among
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the accuracies of random forests. If we look at tabl@, e best accuracy fosample set 2, and the secondly best accuracy
can notice that the average accuracy of RBFNs is slightfgr sample set 1. But for random sample sets 3 and 4, the RBFN

smaller than that of random forests have inferior accuracy. On the other hand, if we look at table
For the experiments of sample size 600, 800, 1,000, 1,2001i&-2, we can notice that the average accuracy of RBFNs is
table 12 to 15, m was initialized with 20. slightly better than thaif random forests
Table 12-1. results for ‘ozone eight hour’ data set for sample size Table 14-1. results for ‘ozone eight hour’ data set for sample size
600 1,000
Sample 1| Sample 2| Sample 3| Sample 4 Sample 1| Sample 2| Sample 3| Sample 4
C45 91.1582 | 90.5377 | 92.3475 | 92.6557 C4.5 92.5949 | 92.029 91.8293 | 91.7683
RBFN | 92.9162 | 93.8469 | 93.5884 | 93.8469 RBFN | 94.4308 | 94.2029 | 94.0244 | 93.9024
2 2 2 2 (10) 2 2 (20)
RF1 93.0196 | 94.0538 | 93.8987 | 94.1055 RF1 94.5532 | 94.5048 | 94.3293 | 93.5976
RF2 93.0196 | 93.8987 | 93.6401 | 93.8987 RF2 94.2472 | 94.3237 | 94.0854 | 93.4756
RF3 93.0196 | 94.0021 | 93.5884 | 93.8987 RF3 94.3084 | 94.3237 | 94.0244 | 93.4756
RF avg | 93.0196 | 93.9849 | 93.7091 | 93.9676 RF avg | 94.3696 | 94.3841 | 94.1464 | 93.5163
Table 12-2. aveage accuracy for ‘ozone eight hour’ data set for Table 14-2. average accuracy for ‘ozone eight hour’ data set for
sample size 600 sample size 1,000
Average accuracy Average accuracy
C45 91.6748 C45 92.0554
RBFN | 93.5496 (2) RBFN | 94.1401 (8.5)
RF1 93.7694 RF1 94.2462
RF2 93.6143 RF2 94.033
RF3 93.6272 RF3 94.033
RF avg | 93.6703 RF avg | 94.1041

If we look at table 121, we can notice that the RBFNs have If we look at table 141, we can notice that the RBFNs have
some poorer accurgthan random forests. If we look at tablesome better accuracy values for random sample set 4, and
12-2, we can notice that the average accuracy of RBFNsiiderior accuracy values for sample sets 1, 2 and 3. Takie 14
slightly smallerthan that of random forests shows the result imverage accuracy, so we can notice that
Table 13-1. results for ‘ozone eight hour’ data set for sample size ?%gg is slightly inferior & random forests for sample size
800 J

Table 15-1. results for ‘ozone eight hour’ data set for sample size

Sample 1| Sample 2| Sample 3| Sample 4 1,200
C4.5 89.9077 | 92.2722 | 91.4648 | 92.6182
RBFN | 93.887 94.223 93.4409 | 93.5409 Sample 1| Sample 2| Sample 3| Sample 4
(2) (36) (34) (2 C4.5 92.5787 |91.979 91.4543 | 92.428
RF1 93.9446 | 93.4833 | 93.7716 | 93.8293 RBFN | 93.5532 | 94.2279 | 93.3283 | 92.9535
RF2 93.8293 | 93.714 93.4833 | 93.5986 (2) (2) (2) (16)
RF3 93.8293 | 93.7716 | 93.5986 | 93.5409 RF1 94.078 94.5277 | 93.6282 | 93.1034
RF avg | 93.8677 | 93.6563 | 93.6178 | 93.6563 RF2 93.5532 | 94.5277 | 93.3283 | 93.0285
Table 13-2. average accuracy for ‘ozone eight hour’ data set for RF3 93.6282 | 94.3028 | 93.3283 | 92.9535
sample size 800 RF avg | 93.7531 | 94.4527 | 93.4283 | 93.0285
Table 15-2. average accuracy for ‘ozone eightdur’ data set for
Average accuracy sample size 1, 200
C4.5 91.5657
RBFN | 93.773 (18.5) Average accuracy
RF1 93.7572 C4.5 92.1102
RF2 93.6563 RBFN | 93.5157(5.5)
RF3 93.6851 RF1 93.8343
RF avg | 93.6995 RF2 93.6094
RF3 93.5532
If we look at table 131, we can notice that the RBFN has the RF avg| 93.6657
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If we look at table 18, we can notice that the accuracies of

RBFNs are slightly inferioratthe accuracies eéndom forests.
If we look at table 18, we can notice that the average accuracy If we look at table 171, we can notice that the RBFNs have
of RBFNs is slightly inferiord that of random forests

For the experiments of sample size 1,400, and 1,600 in tabmplesets 1 and 4, random forest 1 has the best accuracy. If
16 and 17, m was initialized with 40

Table 16-1. results for ‘ozone eight hour’ data set for sample size

1,400
Sample 1| Sample 2| Sample 3| Sample 4
C4.5 92.328 93.1278 | 93.1278 | 92.9515
RBFN | 94.4444 | 94.2731 | 94.2731 | 92.9515
(20) (2) (18) (20)
RF1 94.4444 | 94.7137 | 94.2731 | 92.1278
RF2 94.0035 | 94.3612 | 94.3612 | 92.8634
RF3 94.0035 | 94.3612 | 94.4493 | 92.8634
RF avg | 94.1505 | 94.4787 | 94.36122| 92.6182

Table 16-2. average accuracy for ‘0zone eight hour’ data set for
sample size 1,400

Average accuracy
C45 92.8838
RBFN | 93.9855(15)
RF1 93.8898
RF2 93.8973
RF3 939194
RF avg | 93.9021
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RF3
RF avg

93.6599
93.7401

the best accuracies for random sample sets 2 and 3. But for

we look at table 12, we can notice that the average accuracy
of RBFNs is slightly better than that of random forests.

All'in all, we can sumnrg asin table 1&or theozone eight
hour data set

Table 18. comparison of the best accuracy of RBFN and random
forest based on sample size for ozone eight hour data sets

Sample size | RBFN Random forest
200 Better

400 Better

600 Better

800 Better

1,000 Better

1,200 Better

1,400 Better

1,600 Better

So, we can see that the accuracy of RBF network becomes
better as the sample size grows. If we consider both data sets of
ozone one hour and eight hour data sets, because RBF network
is better in 5 cases for ozone one haata set, and it is better in
3 cases for ozone eight data set, but random forest is better in 1
case for ozone one hour data set, and it is better in 5 cases for

If we look at table 14, we can notice that the RBFNs haveozone eight data set, we can conclude that RBF network is
the best accuracy of random forest for random sample setslightly better than random forefslr ozone data set
and 4. But for sample sets 2 and 3, the random forests have the
best accuracy. If we look at table-26we can ntice that the

average accuracy of RBFNs is slightly better than that of paia| basis function (RBF) networks are widely accepted
random forests

Table 17-1. results for ‘ozone eight hour’ data set for sample size

1,600
Sample 1| Sample 2| Sample 3| Sample 4
C4.5 92.5054 | 92.6203 | 93.262 91.7559
RBFN | 94.0043 | 93.9037 | 94.2446 | 94.2184
(70) (40) (70) (22)
RF1 94.3255 | 93.5829 | 94.0107 | 94.4325
RF2 93.8972 | 93.0481 | 93.5829 | 93.8972
RF3 94.0043 | 93.0481 | 93.5829 | 94.0043
RF avg | 94.0757 | 93.2264 | 93.7255 | 94.1113

Table 17-2. average accuracy for ‘ozone eight hour’ data seof

sample size 1,600

Average accuracy
C4.5 92.5329
RBFEN | 94.0928(50.5)
RF1 94.0879
RF2 93.6034
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VI. CONCLUSIONs

for data mining or machine learning tasks in which available
data set size is relatively small. Moreover, when the data sets do
not include many irrelevant featuras,is known thatRBF
networls are one of the mosuccessfuldata miningor
machine learning tools for classification. But, RBF networks
may not always be the bgstedictorsdue to the fact that they
aretrainedbased orsomegreedy algorithmsvith limited data
setsandsome critical parameters are definedhsyknowledge
of expertsSo, some improvements may be possible

Because most RBF networks use clustering algorithms, we
need to set appropriate number of clusters for best accuracy.
But, determininghe appropriate number of clusters is arbitrary
in nature, so we incremented the number of clusters
progressively to find some better RBF networks of accuracy in
systematic manner, especially for ozone data set that is known
to be best predicted by ensdmbf decision tredased method.

Even though the ozone data set might contain some
irrelevant attributes, by applying RBF network to the data set
repeaedy with varying number of clusters, we found that RBF
network is slightly superior to random foregtiecision trees in
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accuracy. Especially RBF network is better for ozone one hodfl A Suncion, D.J. Newman, UCI Machine Learning Bpository

L. .. . . [http://mwww.ics.uci.ediB\sim$mlearr MLR}epository.html]. Irvine, CA:
data set, and it is better when training data set size is relat'vely University of California, School of Information and Computer Scignce

larger for ozone eight hour data set. Experiment with several 2007
sample sizes showed the trend. [27] I.H. Witten, E. FrankPata Mining 2nd ed., Morgan Kaufmann, 2005
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