
 

 

 
Abstract— This study proposes the implementation of Hilbert-

Huang transform (HHT) time-frequency analysis in impact-echo (IE) 
testing for improved accuracy in integrity appraisal and damage 
diagnosis of infrastructure systems.  In particular, this paper first 
reviews the fundamental of IE non-destructive testing and evaluation, 
i.e., formula of thickness estimation which is based on one-
dimensional wave propagation and dependent upon the selected 
longitudinal wave speed of the materials under test, resonance 
frequency identified with fast Fourier transform (FFT) of IE 
recordings, and a shape-based correction factor.  While this study 
details multiple causes of the distorted thickness estimation with the 
formula from the mechanics point of view, FFT-based analysis is 
among the most important factors.  A time-frequency HHT analysis 
is then introduced to overcome the shortage of FFT analysis in 
identifying the resonant frequency from noise-added IE recordings.  
With FFT and HHT analyses of five data sets of sample IE 
recordings from sound and damaged concrete structures and 
comparison with referenced ones, this study reveals that the proposed 
IE approach with HHT analysis not only eliminates the subjective 
use of correction factor in the formula, it also improves greatly the 
accuracy in the thickness estimation.     
 

Keywords— Impact-Echo, Wave Propagation, Non-Destructive 
Testing and Evaluation, Hilbert-Huang Transform. 
 

I. INTRODUCTION 

Impact-echo (IE) approach of non-destructive testing (NDT) 
is widely used for non-destructive evaluation (NDE) of 
integrity and damage of various concrete and steel structures, 
exemplified as building beams/columns/walls, bridge decks, 
tunnel walls, post-tensioned ducts, pavements, and pipes.  As 
schematically shown in Fig. 1, elastic impact of a steel sphere 
(denoted as impactor in the figure) on a tested or working 
surface of a structure generates longitudinal waves, which 
travel back and forth between the working surface and other 
side of the structure or the internal face of defects like crack, 
honeycomb, delamination or void.  Analysis of the wave echo 
signals received at the transducer position next to the impact 
location in general, and finding the resonant frequency with 
fast Fourier transform (FFT) data analysis in particular, helps 
determine the depth of the structure or depth to the internal 
defect, which can help evaluate the structural integrity and 
diagnose internal damage.  Some IE equipments, exemplified 
as simple Concrete Thickness Gauge (CTG) and 

 
 
 

comprehensive NDE360 of Olson Instruments, Inc., are shown 
in Figs. 2 and 3. 

 

 
 
Fig. 1  Schematic of impact-echo approach in non-destructive 
testing and evaluation (Courtesy of L.D. Olson). 
 
 

 
 

 
Fig. 2  Top view of IE equipments of Olson Engineering, Inc., 
in which the left is the IE scanner used for NDE360 and the 
right the traditional IE unit used for CTG (Courtesy of L.D. 
Olson). 
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Fig. 3  Bottom view of IE equipments of Olson Engineering, 
Inc., in which the IE scanner in the top left has automatic 
impactor located in the middle left of the scanner bottom and 
rolling displacement transducers in the middle of the scanner, 
and the traditional IE unit for CTG in the bottom right has the 
impactor and transducer located in the left- and right-side 
positions of the CTG respectively (Courtesy of L.D. Olson). 

 
 
The fundamental to the IE approach is based on one-

dimensional wave propagation theory or formula for the 
thickness of the structure h or thickness to the internal defects 
[1]-[2] 

f

c
h


                    (1) 

where f is resonant frequency identified with FFT data analysis 
of wave echo in IE recording, c the longitudinal or P-wave 
speed, and β the empirical correction factor accounting for the 
shape of the structure when it was first introduced, which takes 
0.96 for plate structures [1] and ranges from 0.87 to 0.96 
dependent upon the size of the structure [3], among others.    

The less-than-unit correction factor in Eq. (1) implies that 
the thickness is typically overestimated with a given P-wave 
speed and resonant frequency measured from wave echo 
recording if no correction factor is considered or β=1.  Recent 
studies [3]-[6] attribute the overestimation or correction factor 
to wave scattering and/or dispersion features resulted from 
two- or three-dimensional wave propagation in the structure 
with a finite size and different boundaries.  While the 
aforementioned studies, together with many others, advance 
understanding of the role of correction factor in Eq. (1) and 
subsequently improve accuracy for thickness estimation, the 
perspective for correction factor is limited and suggested 
values to be used in the IE approach is subjective.  This paper 
in the following sections tries to examine broadly the cause of 
the overestimation from the mechanics perspective and then 
propose an alternative way to eliminate the use of the 
subjective correction factor, while still improving accuracy of 
the IE approach for NDT/E. 

  

II. MECHANICS OF THICKNESS FORMULA  

Examining any kind of IE equipments exemplified in Figs. 
2 and 3 suggests that the impact position (impactor in Fig. 1) 
has a non-negligible distance away from the wave-signal 
receiver (transducer in Fig. 1) on the working surface in 
comparison with the thickness to be estimated.  This indicates 
that the echoed P-waves received are not travelling back and 
forth along the thickness h, but a slightly larger h’=h/βh with 
correction factor for thickness βh<1.  In other word, h in Eq. 
(1) should be replaced with h’.  For simplicity in examining 
all the parameters used in Eq. (1), the empirical correction 
factor β is not considered, which will be elaborated later.  Eq. 
(1) then becomes  

  
f

c
h h                   (2) 

Because of the impact-to-receiver surface distance, the 
problem at hand should be tackled at least within the 
framework of two-dimensional, in-plane wave propagation in 
which both P-waves and shear or S-waves are coupled at free, 
fixed, and/or continuity boundaries, showing wave scattering 
phenomena in reflection and refraction or reflected and 
transmitted P- and S-waves from incident P-waves (or S-
waves).  This yields the echoed waves at the receiver not solely 
from traveling P-waves, but also from traveling S-waves.  
Considering the non-perfectly-vertical direction of the 
impactor and/or transducer to the working surface, one can 
expect the echoed wave signals at the receiver contain non-
negligible S-wave signals in comparison with the P-waves.  
The mixed P- and S-wave echo will alter the period or 
frequency of pure P-wave echo shown in the recording, 
although the effect might be minor.  With the fact that S-wave 
speed is smaller than the P-wave one, all the above suggests 
that use of P-wave speed in Eq. (1) or (2) provides the upper-
bound solution for the thickness estimation.  At this junction, a 
realistic smaller wave speed should be used in Eq. (1), i.e., 
c’=βcc with correction factor for wave speed βc<1, or Eq. (2) is 
modified as 

f

c
h ch
                   (3) 

It is of interest to note that surface waves and wave 
scattering due to structural size and boundaries should not play 
a major role in the correction factor, while the influence of 
wave dispersion features needs further quantitative study, 
which is elaborated below.  First, the impact-to-receiver 
surface distance is so small such that surface waves like non-
dispersive Rayleigh (along a free surface) and Stoneley (along 
a two-layer boundary) waves are not well developed.  Second, 
the geometrical and material damping makes the intensity of 
wave signals reflected from the boundaries in the non-
thickness directions much weaker than that of waves echoed 
from the thickness direction, for the distance of the receiver to 
the former boundaries is typically much longer than that to the 
latter.  Third, dispersive wave features may influence the 
correction factor only when Eq. (1) is used for estimating the 
thickness to the internal defect, which is strongly dependent 
upon type/size and direction of the defect relative to the 
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structural thickness and surface horizontal direction 
respectively.       

With the use of FFT data analysis for displacement response 
recording at IE receiver, the resonance frequency in Eq. (1) or 
(3) is typically identified as the dominant frequency with local-
maximum Fourier amplitude in Fourier amplitude spectrum of 
the recording.  Fourier amplitude at a given frequency is 
associated with harmonic component defined globally over the 
entire time duration of the recording under investigation and 
thus meaningful only for stationary data analysis.  For the 
recording at hand which is apparently nonstationary due to 
different arrivals of P- and S-waves and surface waves, and 
wave scattering and dispersion, the dominant frequency 
obtained with FFT essentially gives average, not true, 
characteristic of resonant frequency over the entire duration of 
the recording.  While the use of short-time or windowed 
Fourier transform may possibly minimize the nonstationarity in 
the data caused by different types of wave echo, it cannot 
resolve the issues of nonstationarity rooted in the wave 
dispersion.  In addition, windowed FFT, or selection of 
window length for FFT in particular, is subjective.  To this 
end, a modified resonant frequency should be used in Eq. (3), 
i.e., f=f’/βf with βf denoting correction factor for resonant 
frequency that is compensated for FFT-based average 
frequency identification (f’).  To this end, Eq. (3) can be 
corrected as  

   
f

c

f

c
h

fch 
               (4) 

With the aforementioned understanding, correction factor β 
used in Eq. (1) can be regarded as one combining those three, 
i.e., β = βhβcβf.   

In principle, thickness can be estimated with improved 
accuracy if the correction factor is given.  In practice, it is 
almost impossible for having the correction factor 
corresponding to different shape, size, and boundaries of 
structure and defects under NDT/E.  Nevertheless, 
recognizing that the influence of correction factors for 
thickness and wave speed has been implicitly shown in the 
resonant frequency of the recording, and the resonant 
frequency changes slightly from time to time in the entire 
duration of nonstationary recording, one can use time-
frequency data analysis for identifying the true resonant 
frequency and thus abandon the use of correction factor, 
which is detailed below. 

 

III. HILBERT-HUANNG TRANSFORM 

Alternative to the FFT data analysis and other means [7]-
[10], this study proposes the use of HHT time-frequency data 
analysis for nonstationary recording [11]-[12] to depict 
nonstationary features in general, and identifying resonance 
frequency in particular, from IE recordings.     
 The HHT method consists of empirical mode decomposition 
(EMD) and Hilbert spectral analysis (HSA).  Any complicated 
time domain record can be decomposed via EMD into a finite, 
often small, number of intrinsic mode functions (IMF) that 
admit a well-behaved Hilbert transform.  The IMF is defined 

by the following conditions: (1) over the entire time series, the 
number of extrema and the number of zero-crossings must be 
equal or differ at most by one, and (2) the mean value of the 
envelope defined by the local maxima and the envelope 
defined by the local minima is zero at any point.  An IMF 
represents a simple oscillatory mode similar to a sinusoidal 
component in FFT analysis, but more general.   

The EMD explores temporal variation in the characteristic 
time scale of the data and thus is adaptive to nonstationary data 
processes.  It functions as a dyadic filter for broad-band noise 
data [13].  The HSA defines an instantaneous or time-
dependent frequency of the data via Hilbert transformation of 
each IMF component.   
 The HHT representation of IE recording X (t) is  
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where   denotes taking the real part, Cj(t) and Yj(t) are 
respectively the j-th IMF component of X(t) and its Hilbert 

transform 


 '
'
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j   with P denoting the Cauchy 

principal value, and the time-dependent amplitudes )(ta j  and 

phases )(tj  are the polar-coordinate expression of Cartesian-

coordinate expression of Cj(t) and Yj(t), from which the 

instantaneous frequency is defined as dttdt jj /)()(   .  The 

Hilbert amplitude spectrum ),( tH   and marginal Hilbert 

amplitude spectrum )(h  over time duration T of the data are 

defined as   
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 While the Hilbert and marginal Hilbert amplitude spectra 
provide information similar to the Fourier amplitude spectrum 
obtained from short-time Fourier transform, its frequency term 
is different.  Fourier-based frequency is constant over the 
harmonic function persisting through the data window, while 
HHT-based frequency varies with time.  As the Fourier 
transformation window length reduces to zero, the Fourier-
based frequency approaches the HHT-based frequency.  
Fourier-based frequency is, however, locally averaged and not 
truly instantaneous for it depends on the window length.  
Because of the aforementioned unique HHT features, the 
dominant frequency identified from marginal Hilbert 
amplitude spectrum is expected closer to the true resonant 
frequency than that from Fourier amplitude spectrum. 
 The difference of FFT and HHT can be seen from analyzing 

a hypothetical record )()()( 21 tytyty   in Fig. 4, where 

nonstationary wave signal tettty 2.0
1 )]2sin(2cos[)(    

has time-dependent frequency of 1+cos(2t) Hz bounded by 
1- and 1+ with  denoting a small factor, and stationary 

noise without damping )30sin(05.0)(2 tty   has constant or 

time-independent frequency of 15 Hz.  Note that the waves 
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have a non-sinusoidal waveform with sharp crests and 
rounded-off troughs.   

The wave signal can be expanded into and thus interpreted 
by a series of stationary waves, as is done in Fourier spectral 
analysis;  for example, )(ty  can be understood as to contain 

Fourier components at all frequencies, as shown in Fig. 5. 
 Alternatively, Taylor expansion of 

1,)]4cos(5.0)2cos(5.0[)( 2.0
1    forettty t

suggests that Fourier transform of )(1 ty  consists primarily of 

two harmonic functions at respectively 1 and 2 Hz, and the 
width of these two harmonic functions in Fourier amplitude 
spectrum in Fig. 5 is proportional to the exponential parameter 
0.2 that is related to damping factor.  Note that Figs. 4 and 5 
use =0.5 that is not a small number in comparison with unit.  
Therefore, the Fourier amplitude spectrum in Fig. 5 shows the 
third observable peak at 3 Hz. One can equally well describe 

)(1 ty  by saying that it consists of just two frequency 

components for <<1, each component having a time varying 

amplitude that is proportional to te 2.0 .       
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Fig. 4 A hypothetical wave recording, consisting of wave 
signal and noise with frequencies being 1+0.5cos(2t) and 15 
in Hz, respectively. 
 

 
Fig. 5 Fourier and marginal Hilbert amplitude spectra of the 
recording in Fig. 4. 

 
 Because the true frequency content of the wave signal 

)(1 ty  is bounded between 1- and 1+, much less than 2 Hz, 

analysis of the record suggests that FFT typically distorts the 
nonstationary data.  Similar assertions are concluded in [11]-
[12], among others, with the aid of solutions to classic 
nonlinear systems.   On the other hand, HHT-based mar 
 By contrast, the marginal Hilbert amplitude spectrum in 
Fig. 5 shows truthfully the amplitude distribution of the 
motion in frequency bounded by 0.5 and 1.5 Hz for 
nonstationary waves and 15 Hz for noise.     
 While the broad-based applications of the HHT in time-
frequency data analysis in general, and some advantages over 
FFT in particular, can be found in [14]-[15] and [16]-[21] 
respectively, among many others, most data analyzed are 
broad-band.  In other words, HHT analysis of narrow-band 
data such as IE recordings is rarely seen.  This is likely due to 
the drawback of EMD for narrow-band data process, i.e., lack 
of some frequency-band contents or equivalently 
characteristic time scales in recordings may sometimes make 
the EMD to mix two widely-separate scale signals into one 
IMF or separate similar scale signals to different IMFs, 
resulting in aliasing in time-frequency distribution. To solve 
the mode mixing issue and enable the EMD work for 
narrowband data in all the cases, a simple, yet proved to be 
sound and effective, way is to add a finite-amplitude, white 
noise into the original data in [13] and [22]. The noise-added 
data is by nature broad-band without change of the frequency 
distribution, which prepares the HHT analysis effectively for 
revealing quantifies like resonant frequency from marginal 
Hilbert amplitude spectrum.  
  

IV. VALIDATION WITH IE RECORDINGS 

To illustrate the proposed IE approach with modified data 
analysis, this study examines five sets of IE recordings for 
sound and damaged concrete plate structures, provided by 
Olson Engineering, Inc.  The P-wave speed for all the five 
samples is 30,480 m/s, and the thicknesses of the sample 
structures are listed in Table 1, in which samples 3 and 4 have 
internal defects corresponding to the shorter thicknesses.  
These thicknesses could be estimated based on Eq. (1) as well 
as Fourier-based data analyses such as high-pass filter, 
smoothing windows and resonant frequency identification.  
Since the thicknesses of sample structures can be easily 
validated with direct measurements, all the data listed in Table 
1 may reasonably be regarded as referenced, correct 
thicknesses.     

For comparison of IE approach with FFT and HHT data 
analyses, Eq. (1) without correction factor and unprocessed, 
raw recordings are used.  Figures 6 and 7 show respectively 
the raw recordings of samples 1 and 3, which contains 
significant energy in the very low frequency band, resulting 
from pushing down the IE equipment like CTG in testing for 
better contact between IE equipment and working surface, 
dominant wave echo signals in the narrow frequency band, as 
well as few others like noise in high-frequency band which are 
not easily observed from the time history.   

INTERNATIONAL JOURNAL OF MECHANICS

Issue 4, Volume 4, 2010 108



 

 

 
Table 1 Referenced thicknesses of five sample concrete 
structures, in which the smaller number in samples 3 and 4 
corresponds to the thickness to the internal defect. 

 
 

 

 

 

 
Fig. 6  Unprocessed, raw displacement time-history recording 
for sample 1. 
 

 
Fig. 7  Unprocessed, raw displacement time-history recording 
for sample 3. 
 

With the FFT analysis of recordings in Figs. 6 and 7, Fourier 
amplitude spectra of samples 1 and 3 are shown in Figs. 8 and 
9 respectively, from which the marked dominant frequencies 
can be identified, which are shown in Table 2.  With those 
identified resonance frequencies and the use of Eq. (1) without 
correction factor, the pertinent thicknesses can be found in 

Tables 3, in which relative errors with referenced thicknesses 
are also calculated.   
Table 2 Identified resoance frequencies with FFT data 
analysis of unprocessed, raw IE recordings 

Sample No. FFT-based resonance frequencies in Hz 
1 7068 
2 7254 
3 4650 5487 11900 12090 12280 
4 7347 7533 7719 8836 
5 6882 

 
Table 3 Estimated thicknesses and calculated relative errors 
with FFT analysis 

Sample 
No.  

FFT-based Thickness in cm                  
(Relative Error in %) 

1 27.61 (2.5) 
2 26.90 (1.8) 

3 
41.91 
(1.8) 

35.56 
(13.6) 

16.51 
(5.8) 

16.26 
(4.1) 

16.00 
(2.5) 

4 
26.67 
(4.0) 

25.91 
(1.0) 

25.15 
(1.5) 

22.10 
(2.3) 

5 28.35 (3.3) 
   

 
Fig. 8  Frequency amplitude spectrum of displacement 
response for sample 1, in which marks at some peaks are 
related to the resonant frequencies used in Eq. (1), and 
amplitude is in logarithmic scale and frequency in linear one. 

 

Sample No. Referenced Thickness in cm 

1 26.92 
2 26.42 

3 41.15 15.49 

4 25.65 21.59 

5 27.43 
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Fig. 9  Frequency amplitude spectrum of displacement 
response for sample 3.   
 
To facilitate the HHT analysis, a white noise is added into the 
raw recording, in which the white noise power is selected as 
10% of original raw one.  Figures 10 and 11 show 
respectively the marginal Hilbert amplitude spectra of samples 
1 and 3, from which the marked dominant frequencies are 
shown in Table 4.  With the use of Eq. (1) without correction 
factor, the pertinent thicknesses can be found in Table 5, in 
which relative errors with referenced thicknesses are also 
calculated. 
  

 
 
Fig. 10  Marginal Hilbert amplitude spectrum of noise-added 
displacement response for sample 1, in which marks at some 
peaks are related to the resonant frequencies used in Eq. (1), 
and both amplitude and frequency are in logarithmic scale. 
 

 
 
Fig. 11  Marginal Hilbert amplitude spectrum of noise-added 
displacement response for sample 3. 
 
 

Comparison of Tables 3 and 5 indicates clearly the improved 
accuracy with HHT analysis over the traditional FFT analysis, 
which can be elaborated below.  First, the relative errors for 

estimating all the thicknesses are significantly reduced with the 
HHT analysis from those with traditional FFT analysis, 
indicating the significant improvement of accuracy for 
thickness estimation.  Second, the HHT analysis can identify 
uniquely defect-related resonant frequencies and subsequently 
the pertinent thicknesses, while the FFT sometimes provides 
multiple peaks in Fourier spectrum as shown in Fig. 9, 
resulting in multiple resonant frequencies and thicknesses.  
Third and most important, the thickness estimation with FFT is 
higher than the referenced one in each and every sample, 
suggesting that the dominant frequency identified with FFT (f) 
should be smaller than the resonant frequency (f’) used in Eq. 
(1), or f’= f/β with β<1.  In other words, correction factor β 
can be explained as compensation for the inaccurate FFT-
based identification of resonant frequency, alternative to the 
correction for structural shape as introduced in Eq. (1) in the 
early stage.  Note again that the influence of correction factors 
for thickness and wave speed are not taken into account, for 
that is inherited in the recording under investigation, or 
equivalently the resonant frequency identified from the 
recording should genetically account for the influence of those 
two factors.  Since the HHT analysis can explore the resonant 
frequency more truthfully than the FFT one, the correction 
factor is not necessarily used for estimating thickness with Eq. 
(1). 

 
 

Table 4 Identified resoance frequencies with HHT data 
analysis of noise-added IE recordings 

Sample No. HHT-based resonance frequencies in Hz 
1 7151 
2 7363 
3 4714 12420 
4 7563 8815 
5 6979 

 
 
Table 5: Estimated thicknesses and calculated relative errors 
with HHT analysis 

Sample 
No.  

HHT-based Thickness in cm (Relative 
Error in %) 

1 27.25 (1.23) 
2 26.49 (0.29) 
3 41.38 (0.56) 15.70 (1.31) 
4 25.78 (0.50) 24.33 (0.14) 
5 27.94 (1.85) 

 
 

V. CONCLUSION 

This study examines rationale of the thickness estimation 
formula, which is based on one-dimensional, longitudinal wave 
propagation theory and widely used for evaluating integrity 
and damage of structures with an IE approach.  The 
investigation addresses the multiple influences of the two-
dimensional wave propagation and resonant frequency 
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identification in the formula in general and correction factor in 
particular.  It is found that the correction factor used in the 
formula should not be designated for influence of the structural 
shape, as originally proposed.  Instead, it combines influences 
of measurement of dominant frequency for data analysis, 
dominant wave propagation path, wave scattering and 
dispersion due to the boundary conditions in structure and 
defects.  After indicating the limitation of traditional FFT data 
analysis in identifying resonant frequency, this study proposed 
the use of time-frequency HHT analysis of noise-added 
recordings.  Numerical examples of five sets of raw IE 
recordings from sound and damaged structures show not only 
the significantly-improved accuracy in thickness estimation 
with proposed IE approach, but also demonstrate that the 
correction factor can be dropped out from the thickness 
formula.   

It should be pointed out that the results from this study are 
based on qualitative analysis of thickness formula from 
mechanics viewpoint and verified with a limited number of IE 
recordings.  They must, therefore, be validated further by 
model-based simulation (e.g., [23]-[25]) and recordings-supply 
analysis, which will be reported later.   

While the proposed HHT analysis of noise-added 
recordings does improve the thickness estimation accuracy, 
other alternative approaches may equivalently do the same or 
further advances it.  One is the use of Hilbert transform 
analysis of recordings instead of HHT, if the recordings admit 
a well-behaved Hilbert transform, i.e., no non-physical 
instantaneous frequency was withdrawn from the Hilbert 
transform.  Readers are referred to [11]-[12] for detail.  The 
other is to perform the statistical analysis of IMFs of EMD for 
noise-added recordings, for the realizations of each and every 
white noise will be cancelled out in calculating the ensemble 
average of IMFs, leaving the true IMFs pertinent to the 
original recording.  The theory and advantage of this statistical 
data process, termed as ensemble EMD or EEMD can be 
found in [22].  The aforementioned two are subjective to 
further studies.  
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