
 

 

 

Abstract—In this paper is proposed a new algorithm of internal 

model controller using a proposed variable learning rate. This method 

overcomes the difficulty to choose a fixed parameter (0 1)  

when we apply an Adaptive method for Internal Model based on 

neural network Control (AIMC) for nonlinear systems. This work 

clarify that if the learning rate is large ( 1) , learning may occur 

quickly, but it may also become unstable or if the learning rate is 

small ( 0) learning adapt reliably, but it may take a long time and 

thus, it can invalidate the purpose of real-time operation. The 

proposed method is dependent on the availability of the inverse 

neural model of the system and the availability of the internal neural 

model in each moment. These two neural models use the proposed 

variable learning. The bloc of on-line inverse model and on-line 

internal model will be used as a bloc of neural controller. This bloc 

of controller tries to minimize the error between the system output 

and the internal model output. The adjustment of the controller bloc 

runs in each moment. The robustness of the proposed adaptive 

internal model neural network control strategy is investigated in 

threes cases; firstly when the system has time-invariant parameters, 

secondly when it has a time-varying parameters and finally when it’s 

a noisy time-varying system. The proposed strategy is compared with 

the Adaptive Direct Inverse Control (ADIC). From the experiments, 

it is showing that the performance of the AIMC method is much 

better than the ADIC method. Two different reference command 

signals are used to test the control system performance, and it is 

noted that an excellent tracking response is exhibited in the presence 

of disturbance. 

 

Keywords — Nonlinear system,  neural networks, variable 

learning rate, adaptive control, internal model, inverse 

control. 
 

I. INTRODUCTION 

T is well known nonlinearities, as time-varying parameters, 

may cause instability and poor performance of practical 

systems, which have driven many researches to study the 

problem of nonlinear time-varying systems during the recent 

years [1]. 

Until these researches the Neural Network (NN) is well used 

in modeling and control of nonlinear systems [2] and nonlinear 

time-varying systems [1]. NN has the advantages to learn 
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sufficiently accurate models [3-8] and provide good nonlinear 

control when model equations are not known or only partial 

state information is available [9]. In process control 

applications, NN can be incorporated in the control strategy 

via either the direct or indirect methods [10]. In the direct 

method that is proposed in this paper, a NN is trained to 

represent the on-line controller bloc of the nonlinear time-

varying system. In all application neural modeling and neural 

control the learning rate is used a constant (0 1) . 

However, it is so hard to find a suitable parameter to find the 

best model or the acceptable controller. Indeed, if the learning 

rate is large ( 1) , learning may occur quickly, but it may 

also become unstable or if the learning rate is small 
( 0) learning adapt reliably, but it may take a long time and 

thus, it can invalidate the purpose of real-time operation. To 

overcome the difficulty to choose a fixed parameter we 

propose a new algorithm of internal model controller using a 

proposed variable learning rate.  
In [9, 11-25], a non adaptive Internal Model Control and a 

non adaptive Direct Inverse Control are applied for nonlinear 

time-varying systems and they are based on fixed neural 

controller and they presented them limits. In [26], an online 

Direct Inverse Control is applied for nonlinear time-varying 

systems but this method is used in opened loop. In [25], an 

adaptive Internal Model Control is applied for nonlinear 

systems and they are based on a neural network with fixed 

learning rate.  

 

This paper is organized as follows. The problem formulation is 

briefly discussed in second section. In third section, the 

procedure for obtaining an on-line inverse model is developed. 

In the forth section, the Adaptive Internal Model Control 

method is presented. Examples are provided in section five, 

and conclusions are given in the latest section.  

II. PROBLEM FORMULATION  

It has been shown in [11, 25] that using a fixed neural 

controller in internal model control can’t overcome the 

problem of changing suddenly of the system parameters. 

Indeed, the proposed strategy of system control is being in 

three steps. The first is applied to model the nonlinear systems; 

the second step is called to find a neural controller finally in 

the third step the obtained fixed neural controller is used in 

off-line whereas this strategy is insufficient in the nonlinear 

time-varying systems. Also, it has been verifying in [26] that 
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using an adaptive direct inverse control in opened loop is still 

insufficient to control the nonlinear time-varying systems. In 

[11] the internal model control is used applying a neural 

network with fixed learning rate. These motivate us to apply an 

adaptive internal model control based on neural network using 

adaptive learning rate to control nonlinear time-varying 

systems. 

 

III. ON-LINE NEURAL INVERSE MODEL   

 

On the basis of the input and output relation of a system, the 

above nonlinear system can be expressed by the following 

form: 

 

 ( 1) ( ( ),..., ( 1), ( ),..., ( 1))y uy k f y k y k N u k u k N       (1) 

where f is a nonlinear mapping, ( )u k  and ( )y k  are the 

input and output vector, uN and 
yN are the maximum input 

and output lags, respectively. 

 

The goal of the neural network is to track the above system so 

that at each time the model mapping is as a close as possible to 

the system input-output mapping. The model used is described 

by the following equation: 

                    
01

1 1

( 1) ( ( ) )
NN

lj j l

l j

ym k s s w x z                       (2) 

     The training algorithm is a gradient descent algorithm, a 

version of the back propagation algorithm, driven by the above 

error function. As it will be shown in the simulation examples, 

the gradient descent algorithm is very efficient in minimizing 

the cost (error) criterion. 

The objective of this algorithm is to minimize the sum of the 

squares of the errors mJ . 

          2 2

0 0

1 1
( ( )) ( ( ) ( ))

2 2

N N

m m

k k

J e k y k ym k                      (3) 

  

The derivate of ( )mJ  with respect lz and 
ljw gives the 

equation for updating the synaptic weights of the internal 

model: 

    
1

1

( ) ( 1) '( ) ( ) ( )

( ) ( 1) '( ) '( ) ( )

l l l m

T

lj lj l l m

z k z k s h S Wx e k

w k w k s h S Wx z x e k
         (4) 

 

with 1( )  is a variable learning rate given by the following 

equation :   

  
0

1

2 2

1

1
( )

' ( ) ( ) ( ) '( ) ( )
N

T T T

lj j l l

j

k

s w x S Wx S Wx z S Wx S Wx z x x

  (5) 

     The on-line identification algorithm is given in the [27]. 

However, in the other hand, to find an inverse model for a 

complex nonlinear system using conventional methods, the 

structure of neural inverse model is showing in figure 1. 

 

The network is fed with past inputs, past outputs and present 

outputs. The network then predicts the controller outputs. The 

network then predicts the controller output ( )u k .  
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Fig. 1. The Inverse Neural Network Model 

     

The final network representation of the inverse model is given 

by: 

 

   1( ) ( ( 1),..., ( ), ( 1),..., ( ))y uu k f y k y k N u k u k N        (6) 

 

    The Recurrent Neural Network (RNN) used in the nonlinear 

system identification and control is a multilayer neural network 

with tapped delay lines of both input and output. The delay 

elements are used to introduce delayed inputs and outputs that 

are then fed to a static network as the regressor vector so that 

the predicted RNN out will follow the target output [27]. 

   The output of the inverse neural network model ˆ( )u k is 

given by the following equation. 

 

                        
01

(1) (1)

1 1

ˆ( ) ( ( ) )
NN

lj j l

l j

u k s s w x z                             (7) 

 

  The same training algorithm is a gradient descent algorithm, 

and its objective is to minimize the sum of the squares of the 

error miJ . 

               2 2

0 0

1 1
ˆ( ( )) ( ( ) ( ))

2 2

N N

mi mi

k k

J e k u k u k                      (8) 

The derivate of ( )miJ  with respect 
(1)

l
z and 

(1)

lj
w gives the 

equation for updating the synaptic weights of the internal 

model: 

    

(1) (1)

2

(1) (1) (1)

2

( ) ( 1) '( ) ( ) ( )

( ) ( 1) '( ) '( ) ( )

l l l mi

T

lj lj l l mi

z k z k s h S Wx e k

w k w k s h S Wx z x e k
         (9) 

 

The need for using a variable learning rate is to have a fast 

training, we have:  
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ˆ ˆ( 1) ( ) ( 1) ( 1) ( ) ( )mi mie k e k u k u k u k u k  (10) 

 

we suppose that  

 

                    ( 1) ( 1) ( )u k u k u k                                (11) 

And 

 

                      ˆ ˆ ˆ( 1) ( 1) ( )u k u k u k                              (12) 

 

By application of [26] 

 

                     ˆ( 1) ( 1)u k u k                                 (13) 

 

The 

 

      2 (1)

ˆ( 1) ( ) ( 1)

ˆ( )
                         ( )

( )

                         ( )

mi mi

mi

lj

l

e k e k u k

u k
e k
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s h

                             (14) 

 

   

2 2

2

(1)

( 1) ( ) ' ( )*

( ) ( ) '( ) '( ) ( )

mi mi l

T T T

l l l mi

e k e k s h

S Wx S Wx z S Wx S Wx z x x e k
            (15) 

 

So we find that 

 

               2 2( 1) ( ) ( ) ( )mi mi mie k e k k e k                       (16) 

 

With 

 

    

2 2

2

(1) (1)

( ) ' ( )*

( ) ( ) '( ) '( ) ( )

l

T T T

l l mi

k s h

S Wx S Wx z S Wx S Wx z x x e k
         (17) 

 

from where 

 

    2 2( 1) ( ) 1 ( ) ( )mi mi mie k e k k e k                            (18) 

 

To ensure convergence, i.e., lim ( ) 0mi
k

e k it is necessary that 

( ) 1mie k  is satisfied.  

This condition proves that 1

2 20 2 ( )k . For that and in 

order to have a variable learning rate is necessary that: 

 

                      1

2 2 ( )k                                                    (19) 

 

 
0

2

2 2 (1) (1) (1)

1

1
( )

' ( ) ( ) ( ) '( ) ( )
lj

N
T T T

j l l

j

k

s w x S Wx S Wx z S Wx S Wx z x x

   (20) 

 

The proposed on-line training algorithm is implemented by the 

following steps [26]. 

 

Algorithm: 

1. Using M observations ( )M N , in off-line algorithm to 

find a reduced inverse model given the equation (7). 

2. At time instant ( 1)k , is introduced a new 

data ( 1) ( 1)( , )k ku y , if ( 1)k

mie  (given threshold) is satisfied 

then the model approaches sufficiently the inverse of the 

dynamic nonlinear system and increment the time.  

3. If the absolute value of the error ( 1)( )k

mie for this data pair is 

greater than the threshold then an update of the synaptic 

weights 
(1)

l
z and 

(1)

lj
w  is necessary which are given by the 

equation (9). 

4. Generate a new data pair and test the Step. 2 and Step. 3. 

5. End. 

 

IV. ADAPTIVE INTERNAL MODEL CONTROL FOR NONLINEAR 

SYSTEM  

The Direct Inverse Control (DIC) is well applied in off-line 

control [6-24]. In different studies it is demonstrated that this 

strategy of control have a problems [11]. For instance, it is 

ever impossible to obtain a suitable process model due to the 

complexity of the underlying process and the lack of 

knowledge of its critical. For instance, an Adaptive Direct 

Inverse Control (ADIC), given by the figure 2, is proposed and 

demonstrated in [26]. 

 

 

 

 

 

  

 

 

 

 

 

 

 

Fig. 2. The Adaptive Direct Inverse Control (ADIC) 

     A promising way to overcome these problems the adaptive 

internal model control is proposed which presented in figure 3. 
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Fig. 3. Adaptive Internal Model Control (AIMC)   

  This type of control system is composed in two blocs: the 

inverse model and the internal model. The well principle of 

this kind of system control is to find an on-line inverse model 

and an on-line internal model in each second. ( 1)r k  is the 

reference signal and ˆ( )u k  is the control signal. 

     In the whole design process, no constraints and prior 

knowledge of the controlled plant are required, and the 

stability of the convergence of the control system can 

guaranteed. 

The above training algorithm is implemented by the following 

steps. 

Algorithm: 

1. Using M observations ( )M N , in off-line algorithm to 

find a reduced inverse model (equation (7)) and the reduced 

internal model (equation (2)). 

2. at time instant ( 1)k , is introduced a new 

data ( 1) ( 1)( , )k ku y , if ( 1)k

mie  (given threshold) is satisfied 

then the on-line inverse model approaches sufficiently the 

inverse of the dynamic nonlinear system.  

3. Calculate the control law if not update the synaptic weights.  

4. If the on-line internal model approaches sufficiently the 

dynamic system then increment the time ( 1)k . 

5. Test the error ( ( 1) ( 1) ( 1))e k y k ym k , if this gap 

is under a given threshold ( ( 1) )e k , increment the 

time ( 1)k .  

6. If the absolute value of the error ( 1)k

mie for this data pair is 

greater than the threshold then an update of the synaptic 

weights 
(1)

l
z and 

(1)

lj
w is necessary which are given by the 

equation (9) an (10).  

7. Test the Step 3 and Step 4. 

8. Generate a new data pair and test the Step. 2 and Step. 3. 

9. End. 

V. EXPERIMENTAL RESULT  

     In this section, an example of nonlinear system with three 

cases is taken. Indeed, in the first case, the system parameters 

are constants. Secondly, the time-varying parameters are taken 

and finally a noise ( )v k is added in the time-varying system 

output. 

     The applied example is a nonlinear system proposed by 

Narendra and Parthasarathy [28], is given by the following 

equation. 

 

2 2

0 1 2

( ) ( 1) ( 2) ( 1)( ( 2) 1) ( )
( 1)

( ) ( ) ( 1) ( ) ( 2)

y k y k y k u k y k u k
y k

a k a k y k a k y k

   (21) 

 

  with  

               ( ) 0.325sin(0.95 )cos(0.55 )u k k k                           (22) 

 

Square (1) and sinusoidal (2) reference command signals are 

used to test the control system performance and are 

represented in figure 5 and 6.  

A.    Nonlinear system with time-invariant parameters   

     In this case, the nonlinear system defined by the equation 

(11) in which their parameters are given by the following 

equation: 

 

                            
0

1

2

( ) 1

( ) 1

( ) 1

a k

a k

a k

                                          (23) 

 

The figure 4 presents the on-line inverse neural model for the 

nonlinear system. In the first phase of learning, a set of input-

output training data ( 4M ) are used us to find the 

initialization parameters of model. The obtained parameters 

are used to adjust on-line the parameters of the whole model. 

In all figures (Fig. 5 to Fig. 10), solid line is the reference 

signal (1) or (2), dashed line is the system output using the 

ADIC method however the pointed line is the system output 

using the AIMC method. 

In figure 5 (respectively figure 6), the reference signal (1) 

(respectively the reference signal (2)) is presented with the 

output system using the ADIC method and the AIMC method. 

An excellent correspondence between these signals is noticed. 
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Fig. 4. The On-line Inverse Neural Model 

INTERNATIONAL JOURNAL of NEURAL NETWORKS and ADVANCED APPLICATIONS Volume 1, 2014

ISSN: 2313-0563 16



 

 

0 20 40 60 80 100
0.05

0.1

0.15

0.2

0.25

0.3

k

R
ef

er
en

ce
 S

ig
na

l (
1)

 -
 &

 A
D

IC
 -

- 
&

 A
IM

C
 .

..

 

 

 

Fig. 5. The Output System using the ADIC, the AIMC and the 

Reference Signal (1) 
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Fig. 6. The Output System using the ADIC, the AIMC and the 

Reference Signal (2)  

B. Nonlinear system with time-varying parameters   

In this case, the nonlinear system defined by the equation (11) 

in which their parameters are given by the following equation: 

 

           
0

1

2

( ) 1

( ) 1 cos(95 )

( ) 1 sin(95 )

a k

a k k

a k k

                                           (24) 
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Fig. 7- The Output System using the ADIC, the AIMC and the 

Reference Signal (1)       

 

Although the variation of the system parameters an excellent 

correspondence between the output system using the AIMC 

method which presented in figures 7 and 8.  
 

0 50 100 150 200
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

k

R
e
fe

re
n
c
e
 S

ig
n
a
l 
(2

) 
- 

&
 A

D
IC

 -
- 

&
 A

IM
C

 .
..

 
Fig. 8- The Output System using the ADIC, the AIMC and the 

Reference Signal (2)  

 

C.  Noisy nonlinear system with time-varying parameters    

In this case, the time-varying system is used with an added 

noise in the output of the system. 

 

2 2

0 1 2

( ) ( 1) ( 2) ( 1)( ( 2) 1) ( )
( 1) ( )

( ) ( ) ( 1) ( ) ( 2)

y k y k y k u k y k u k
y k v k

a k a k y k a k y k

   

(25) 

 

The influence of this disturbance was measured by the 

Signal Noise to Ratio ( SNR ) which is given by the following 

equation: 
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2
( ( ) )

1

2
( ( ) )

1

N
y k y

k
SNR N

v k v
k

                                (26) 

 

where y  and v  are respectively the output average value 

and noise average value. 

In figure 9 and 10, the noisy system output 10%SNR  and 

the two references signals ((1) and (2)) are presented using the 

ADIC method and the AIMC method. 

 

   In these two figures, the plant output follows the reference 

signals ((1) and (2)) although the disturbances which injected 

in the output of the system. In these two examples, the results 

simulation proves that the suggested algorithm is able to 

control all nonlinear systems. 

 

Furthermore, the parameters of the controller like learning 

rate can be adjusted on-line with the other parameters. This 

avoids the divergence of the developed algorithm and allows a 

robustness, flexibility and stability of the AIMC method in 

each time. 
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Fig. 9- The Noisy Output System using the ADIC, the AIMC and the 

Reference Signal (1) 
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Fig. 10- The Noisy Output System using the ADIC, the AIMC and the 

Reference Signal (2) 

 

VI. CONCLUSION 

In this paper, a new algorithm of internal neural model 

controller, using variable learning rate, is proposed.  

The proposed strategy for adaptive internal model control of 

nonlinear time-varying systems guaranties that closed loop 

system is stable. The advantage of this method with respect to 

direct inverse control is that in direct inverse control we use 

just a neural controller with the nonlinear time-varying system 

without closed loop but in the proposed strategy a closed loop 

which used including an error between the system output and 

the internal model output. 

In comparison of obtained results here for this method with 

obtained results in [11, 25], we can see that not only the online 

calculation of the control law but also its robustness against 

uncertainty in system parameters, because the adjustment of 

the control law is being in each second. Another advantage of 

the above method is its simplicity in implementation. 

Two different reference command signals (square and 

sinusoidal) are used to test the control system performance, 

and it is noted that an excellent tracking response is exhibited 

in the presence of disturbance. Future work is directed to 

extend this control design to multivariable nonlinear time-

varying system. 
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