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Abstract—The communication and storage systems may be 

corrupted by bursts of noise. These bursts may be long in duration, 
resulting in a significant degradation for the system performance. 
Reed-Solomon (RS) codes are proven to be very effective in 
correcting burst errors. According to the Singleton bound, the 
maximum length of burst errors that can be corrected by an (n, k) RS 
code is (n-k)/2 symbols. However, it turns out that, if correlation 
between erroneous symbols within bursts is considered and well used, 
variables for burst locations will be decreased and, accordingly, 
decoding capability may be enhanced with increased length of 
correctable bursts. As such, we propose a new trap-decoding algorithm 
for RS codes in this paper. It is shown that, for (n, k) RS codes, this 
algorithm can correct continuous burst errors with length that 
approaches to n-k symbols with fairly low miscorrection probability, 
achieving a good performance over long-burst channels. Moreover, 
we will further show that the complexity of the proposed algorithm is 
fairly lower, and the decoding delay is much less than those of existing 
burst-error-correcting algorithms. 
 

Keywords—Reed-Solomon (RS) code, burst errors, trap decoding 
algorithms, burst-error-correcting capability.  

I. INTRODUCTION 

HE data transmission and storage systems may be corrupted 
by burst errors, which may be caused by linear noise, 
synchronization errors in demodulation, or fading effects in 
wireless systems, and so on. These bursts may be random with 
different pattern and quite long in duration. Usually, much 
redundancy should be introduced to eliminate the effects of 
these long burst errors, resulting in a significant reduction in 
transmission rate and storage capacity [1-4]. 

It is well known that RS codes are quite effective in 
correcting burst errors, and the maximum length of a burst that 
can be corrected by an (n, k) RS code is   symbols according to 
the Singleton bound [1]. Recently, studies have shown that, 
when the correlation within burst errors are properly 
incorporated, the error correcting capability of RS codes can be 
increased beyond the Singleton bond with a very small 
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miscorrection probability. A such burst-error-correcting 
algorithm was firstly presented by J. Chen and P. Owsely [2], 
and then modified by E. Dawson and A. Khodkar [3]. In these 
decoding algorithms, the syndrome polynomial is obtained by 
the use of the Fourier transform of the received polynomial in 
Galois field. Then, a search procedure is implemented to find 
all possible burst locations. After that, every burst pattern that 
corresponds to a burst location is computed with inverse 
Fourier transform. Finally, burst errors in the received 
polynomial are corrected with the burst pattern that has the 
shortest burst length. On the other hand, it is noted that these 
decoding algorithms are rather too complex and likely result in 
a long decoding delay. 

In this paper, we propose a new decoding algorithm for 
burst-error-correction with RS codes. Theoretical analysis is 
given to show that the proposed algorithm can effectively 
correct long burst errors with a very small miscorrection 
probability even when the burst length approaches to n - k 
symbols. By Comparison we further shows that, as far as VLSI 
implementation is concerned, the complexity of the proposed 
algorithm is fairly lower, and the decoding delay is much less 
than those of existing burst-error-correcting algorithms.  

The rest of this paper is organized as follows. In section II, 
we will present the proposed new decoding algorithm. Then the 
miscorrection probability with the proposed algorithm is 
analyzed in section III. Section IV provides the simulation 
results for the proposed algorithm over a bursty channel that 
presented in [5]. After that, section V provides a comparison 
between the proposed algorithm and the existing algorithms in 
terms of computational complexity. Finally, conclusion is 
drawn in section VI. 

II. THE PROPOSED TRAP-DECODING ALGORITHM 

It is noted that Reed-Solomon code is a set of cyclic code. 
Hence, with a cyclical shift, a RS code polynomial will become 
another code polynomial. Assume that a burst pattern has a 
format of the following polynomial [2]: 

1 2
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where l is the length of the burst, er is the r-th error value, and i 
is the initial burst location. Let the code polynomial of an (n, k) 
RS code be C(x) and the received polynomial be R(x). Then, 
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According to cyclic property of RS codes, the initial location of 
the burst in the received polynomial becomes x0 if we cyclically 
shift left the received polynomial by n-i symbols. As a result, 
the received polynomial after the shift is: 
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Likewise, let the generator polynomial be 
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where t is the number of random errors that can be corrected by 
the RS code generated with this polynomial. Then, we compute 
the syndrome polynomial by dividing the received polynomial 
with the generator polynomial. By doing so, we obtain: 

( ) ( ) ( )S x R x mod G x                                    (5) 

Based on formula (4)-(5), the relationship between the burst 
polynomial and the syndrome polynomial can be written as: 
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It turns out from formula (6) that the burst polynomial may be 
obtained through the syndrome polynomial of the cyclically 
shifted received polynomial. Consequently, we propose the 
new trap-decoding algorithm as follows: 
Step 1) Initialize the previous minimum burst length to be 2t, 

and the corresponding burst error values to be zeros; 
Step 2) Compute the syndrome polynomial with the received 

polynomial, and at the same time computing the burst 
length of the syndrome polynomial. If the new burst 
length is not less than the previous minimum burst 
length, go to step 3); Else, substitute the burst length 
and the burst error values with the currently computed 
results, and at the same time count down the current 
shift times that corresponds to the lowest error location; 

Step 3) If the total shift length is less than the code length, shift 
the received polynomial left by a symbol length, then go 
to step 2); or go to step 4) else; 

Step 4) Correct burst errors with the current shortest error 
pattern and the lowest burst location that obtained from 
above steps; 

Step 5) If this is not the end of the decoding procedure, go to 
step 1); or exit else. 

It is noted that the received polynomial after the decoding 
procedure becomes a code polynomial no matter which E’(x) 
from formula (6) is selected. Therefore, the decoding procedure 
is in fact to select a code polynomial according to the received 
polynomial on condition that the corresponding burst has the 
shortest length. Since the minimum weight of an (n, k) RS 
codes is 2t+1, for a burst with a length of l, and l≤t, no 
miscorrection occurs with the proposed decoding algorithm. 
But, as l＞t, a miscorrection may occurs if a code polynomial 
C0(x) exists which meets the condition that the burst 

polynomial C0(x)+E(x) has a length that is less than l. In 
particular, when the burst length of C0(x)+E(x) is equal to l, the 
decoder may randomly take either E(x) or C0(x)+E(x) as the 
maximum likelihood burst polynomial, resulting in a 
miscorrection probability of 1/2. In the next Section, we will 
prove that, with the proposed algorithm, the probability of 
miscorrection is very small even when the length of a burst 
approaches to n﹣k. 

III. MISCORRECTION PROBABILITY OF THE PROPOSED 

DECODING ALGORITHM 

From the above discussion, we know that any burst that may 
lead to a miscorrection should be a piece of a code polynomial, 
with a length that is greater than t. To be convenient, we call 
this kind of polynomials to be mis-correcting polynomials. 
Moreover, a mis-correcting polynomial may have two parts: 
one is the burst polynomial )(xl  that actually occurs in the 

received polynomial; the other is the error polynomial, 
))()(( 0 xxc l , which is resulted from the decoding procedure. 

Then, we define the pattern distance as the distance from the 
lowest non-zero element of )(xl  to the lowest non-zero 

element of ))()(( 0 xxc l  in a mis-correcting polynomial. It 

turns out that the pattern distance won’t be changed during a 
cyclic shift of a mis-correcting polynomial. As such, two 
mis-correcting polynomials may be viewed as containing two 
distinct bursts if there is: 

1) Difference in pattern distances; 
2) Difference in the beginning location of a burst; 
3) Difference in the length of a burst pattern; 
4) Difference in the length of an error pattern; 
5) Difference in the locations of zero-value elements in a 

burst pattern; 
6) Difference in the locations of zero-value elements in an 

error pattern. 
Let {Ce(i, k)} be the set of mis-correcting polynomials. 

We further assume that the non-zero elements in burst 
patterns distribute in the information field of a code 

polynomial with locations of iaaa ,,, 21  ; and the 

non-zero elements in the corresponding error pattern 
distribute in the parity check field with locations of 

ktccc 221 ,,,  . Likewise, define the number of the 

elements in {Ce(i, k)} to be   N0(i, k), where i  is the weight of 
a burst pattern, k is the weight of an error pattern. We then 
deduct in the following a useful formula for computing N0(i, 
k), which is a key to the computation of miscorrection 
probability. 

Select ),,,(
21 iaaa ggg   from a set of independent 

basis code vectors of the (n, k) RS code vector space, that is: 
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Then, all the coefficient vectors of the mis-correcting 
polynomials in {Ce(i, k)} should be the linear combinations 

of ),,,(
21 iaaa ggg  . Now, we construct matrix Gi as the 

below: 
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Adding the first row of matrix Gi to the second row, the third 
row, ……, the i-th row after respectively multiplying with 

coefficients 
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(1) is generated as given by, 
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It is observed that in matrix Gi
(1), elements located in the 

column headed by 
11 cag  are zeros (except 

11 cag  itself), while 

other parity check symbols are non-zero elements because the 
weight of any code polynomial should not less than 12 t , and 
the weight of the information symbols is two. Similarly, adding 
the second row to the third row, the fourth row, ……, the i-th 
row of matrix Gi

(1) after multiplying with coefficients 
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matrix Gi
(2), in which elements in the columns including 

2111
, caca gg , from the third row to the i-th row, are zeros. Repeat 

this procedure until matrix Gi
(2t-k) is obtained, in which code 

symbols in the columns including 
ktcacaca ggg

212111
,,,   from 

the (2t-k+1)-th row to the i-th row are zeros. Obviously, the 
lower tki 2  row vectors of matrix Gi

(2t-k) are linearly 
uncorrelated vectors and all the coefficient vectors of the 
mis-correcting polynomials in set {Ce(i, k)} may be expressed 
as the linear combinations of these    i﹢k﹣2t mis-correcting 

vectors. If 12  tki , j  ( 12  tkij ) locations may be 

randomly selected from non-zero parity check locations to 
continue above produce. By doing so, matrix Gi

(2t-k-j) is obtained. 
All the error patterns of the lower tjki 2)(   row vectors 

weights k﹣j in Gi
(2t-k-j). As a result, the set of mis-correcting 

polynomials whose coefficients are obtained from all linear 
combinations of the lower tki 2  rows of matrix Gi

(2t-k) 
includes mis-correcting polynomials that belong to sets    {Ce(i, 
k-1)},  {Ce(i, k-2)},…, {Ce(i, 2t﹣(k-1))}, as well as, all the 
polynomials that belong to {Ce(i, k)}. The relationship between 
the numbers of these different mis-correcting polynomial sets is 
given by 
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and recall that q  is the number of field elements of GF(q). By 

the use of (10)-(11), the number of elements in  ),( kiCe
 may 

be computed iteratively. 
Consequently, let the number of mis-correcting 

polynomials be ),,( kilN , in which the locations of non-zero 

elements within burst )(xl  are predefined, i is the weight of 

)(xl , and k is the weight of the error pattern ))()(( 0 xxc l . 

Then, considering the above-mentioned six conditions for 
distinguishing different mis-correcting polynomials, we can 
conclude that, 
1) The pattern distance of these polynomials may be 

ellq ,,1,0  , where le is the length of an error pattern 

within ))()(( 0 xxc l , and polynomials with pattern 

distances less than zero are ignored; 
2) The beginning locations of a burst may be 

210 ,,, q  ; 

3) The length of the burst is l; 
4) The length of a burst within ))()(( 0 xxc l  is less than or 

equal to l; 
5) The weight of the burst is i and the locations of the 

non-zero elements are predetermined; 
6) The weight of an error pattern within ))()(( 0 xxc l  is k, 

and the number of the distributions of non-zero elements in 
the error pattern is  2

2
el
k



. 

 From the above deduction procedure of (10), it follows that 
the number of elements in any sub-set generated from above 
classifications is N0(i, k). It is also noted that when the length of 
a burst is equal to that of the error pattern in a mis-correcting 
polynomial, the probability of miscorrection is 1/2. Therefore, 
the formula for computing ),,( kilN  is given by 
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Now, consider the number of these mis-correcting 
polynomials whose burst length is )121(  tltl , and let 

the number of these polynomials be )(lM . Since the weight of 

the burst pattern may be lltlti ,,22,12  , the number 

for possible distributions of non-zero elements in a burst is 

 2
2

l
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, and the weight of the error pattern may be 

iititj ,,1)1(2),1(2  , the number of the mis-correcting 

polynomials is: 
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Moreover, for a burst with length of l, the number of possible 
pattern values is (q-1)·ql-2·(q-1) with possible locations of (q-1).  
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Fig. 1 Miscorrection probability with the proposed algorithm 
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Fig. 2 The proposed L-state bursty channel model 

 
As such, the total pattern number for a burst with length of l is 
(q﹣1)3·ql-2. Accordingly, the probability of miscorrection for a 
given burst length l is: 

)121(
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From (10)-(14), the probabilities of miscorrection for any 
given burst lengths may be calculated. As an example, some 
numerical results of the miscorrection probabilities with the 
proposed algorithm for some RS codes in GF(2^7) are listed in 
Fig. 1. It is convinced that the proposed algorithm can 
effectively correct burst errors even when burst lengths 
approach to n-k symbols. 

IV. PERFORMANCE OF THE PROPOSED ALGORITHM OVER A 

BURSTY CHANNEL 

In this section, we consider one specific case of an (255, 
223) RS code and a bursty channel, and determine the 
performance improvement that can be achieve by the proposed 
algorithm instead of the existing Berlekamp- Massey decoding 
algorithms. The bursty channel under consideration is 
described in [5], as shown in Fig. 2. This channel is modeled as 
a binary symmetric channel. It makes the assumption that the 
bursts of errors arrive with a Poisson distribution, and all burst
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Fig. 3  Performance of two decoding algorithms over the bursty Channel 

 

 
Fig. 4  Performance of the proposed algorithm over burst channels with different typical burst lengths 
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Fig. 5  Maximum decoding time with the proposed algorithm and the existing algorithms 

 
 hits are equally severe. Moreover, we further assume that the 
probability for a bit in bursty state equals to the error 
probability for a bit with specified Eb/N0 over a BIAWGN 
channel. Based on these assumptions, a simulation result for the 
proposed algorithm and the Berlekamp-Massey algorithm over 
the channel is plotted in figure 3. Noted that, under high Eb/N0, 
the proposed algorithm performs much better than that of 
Berlekamp-Massey algorithm. 

Figure 4 plots the BER vs. Eb/N0 for channels with different 
typical burst lengths after the decoding with the proposed 
algorithm. For a channel with typical burst length equals to 112 
bits, a BER of 10-8 may be obtained with 7.5 dB in Eb/N0. 

 

V. COMPLEXITY EVALUATION AND HARDWARE 

IMPLEMENTATION OF THE PROPOSED ALGORITHM 

In the proposed decoding algorithm, the error values are 
obtained directly from the syndrome polynomial, while the 
computational complexity for the syndrome with a polynomial 
division is the same as that with the Fourier transform. 
Compared with existing algorithms, the search procedure for 
finding the location of the burst and the complicated 
computations for the corresponding burst values are exempted 
with the proposed decoding algorithm, resulting in a fairly low 
computational complexity. In particular, with the proposed 
decoding algorithm, the whole procedure for finding the 
maximum likelihood burst pattern only takes n clock cycles as 
far as a VLSI implementation is concerned. While with existing 
algorithms, a search procedure takes n  clock cycles, and to 

every possible 1X , the computation of 1jS X  ( jS  is the 

syndrome component, and 1X  is the initial location of the 

burst) needs m  clock cycles, where m  is the length in bits of 
a code symbol. Furthermore, the maximum number of possible 

1X , according to the search procedure, may be 

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where ][x  is the largest integer that is less than or equal to x . 

As a result, the maximum decoding time should be 
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12

2
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mn  clock cycles with the existing 

algorithms. Therefore, the decoding delay of the proposed 
algorithm is much less than that of existing algorithms. 

Based on above discussions a decoder structure for the 
proposed algorithm is shown in Figure 3. In which a “select” 
signal is used to control the modified syndrome circuit to 
compute the syndromes or to compute the corresponding 
syndromes of the received vector that are cyclically shifted left 
i  symbol length in every decoding step. The circuits for 
multiplying the decoding matrix 1

2

tA  with the shifted 

syndrome are implemented by combinational logic circuits and 
the output of which are transmitted into two circuits, one is 
circuits for computing the current burst length and then 
comparing it with the former minimum results; if the current 
length is less than the former result, then the output of which 
enables the other circuits to storage the current error pattern and 
at the same time enables the location counter loading the 
corresponding lowest burst location. Finally the error pattern is 
serially outputted to correct the burst error during the 
outputting of the information estimators. 

VI. CONCLUSION 

A new burst-error-correcting algorithm for RS codes has 
been proposed in this paper. Analytical result shows that the 
miscorrection probability of the proposed algorithm is very 
small even as the length of the burst approaches to n-k. It is 
verified that  the  computational  complexity of  the  proposed  
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Fig. 6  VLSI hardware decoder structure for the proposed burst-error-correcting algorithm 

 
decoding algorithm is fairly lower than existing 
burst-error-correcting algorithms, and the decoding delay is 
much less than that of existing techniques. We conclude by 
noting that the proposed scheme is very suitable for 
implementation with VLSI, and will find wide applications in 
information transmission and storage systems. 
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