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Abstract—In this paper we study a fundamental aspect of the theory of second order necessary conditions for certain classes of optimal control problems involving equality and/or inequality constraints in the control. It is well-known that, under certain normality assumptions, a certain quadratic form is nonnegative on a cone of critical directions (or differentially admissible variations). The purpose of this paper is to characterize the cone of critical directions (or differentially admissible control). It is well-known that, under certain normality assumptions, a certain quadratic form is nonnegative on a cone of critical directions (or differentially admissible variations). The purpose of this paper is to characterize normality in terms of some regularity assumptions and to illustrate through several examples the fact that, by assuming those types of regularity, the result may fail to hold on the former and larger sets of critical directions.
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I. INTRODUCTION

This paper deals with second order necessary conditions for certain classes of optimal control problems posed over piecewise continuous controls and involving equality and/or inequality constraints in the control functions. The importance of deriving such conditions from a theoretical point of view as well as due to a wide range of applications is fully explained in [1, 2, 5, 8–13, 15–21] and references therein.

There is an extensive literature on second order conditions for optimal control problems and how the theory can be applied to practical problems. Different applications can be found in [11, 12] and, in particular, two problems posed in [12] can be studied by applying the theory that follows. One is the classical problem of a planar Earth-Mars orbit transfer with minimal transfer time, while the second deals with the Rayleigh problem with control constraints, that is, the control of current in a tunnel-diode oscillator. We refer to [12] for a full discussion of the two applications and how a solution is derived by solving numerically a Riccati equation. The question on the nonnegativity of a quadratic form posed in this paper plays a fundamental role in testing for possible candidates as optimal controls for such problems.

Before we state the problem we shall deal with, and for comparison reasons, let us first give a brief overview of well-known second order necessary conditions for other optimization problems which also involve equality and/or inequality constraints. We shall explicitly state, for those problems, two different conditions of second order which can be found in the literature and for which one implies the other, being the former in this sense a stronger condition than the latter.

A. The finite dimensional case

The approach we follow for the finite dimensional case, which yields well-known first and second order necessary conditions, is based on the notions of regularity and normality. A full account of these ideas can be found in [7].

Let us begin with a problem involving nonlinear equality constraints. Suppose we are given functions $f, g_1, \ldots, g_m$ mapping $\mathbb{R}^n$ to $\mathbb{R}^m$ ($m < n$) and we are interested in minimizing $f$ on $S$ where

$$S = \{x \in \mathbb{R}^n \mid g_\alpha(x) = 0 \ (\alpha \in A)\}$$

and $A = \{1, \ldots, m\}$. It will be assumed that the functions $f, g_\alpha \ (\alpha \in A)$ are of class $C^2$ on $S$.

For all $x_0 \in S$ define the set of curvilinear tangent vectors of $S$ at $x_0$ as

$$C_S(x_0) := \{h \in \mathbb{R}^n \mid \text{there exist } \epsilon > 0 \text{ and } x:(-\epsilon, \epsilon) \rightarrow S \text{ such that } x(0) = x_0 \text{ and } \dot{x}(0) = h\}$$

and the set of vectors satisfying the tangential constraints of $S$ at $x_0$ as

$$R_S(x_0) := \{h \in \mathbb{R}^n \mid g_\alpha'(x_0)h = 0 \ (\alpha \in A)\}.$$ 

As one readily verifies, $C_S(x_0) \subset R_S(x_0)$ for all $x_0 \in S$, but the converse may not hold. If $C_S(x_0) = R_S(x_0)$, $x_0 \in S$ is said to be a regular point of $S$. This notion yields first and second order conditions.
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in terms of the standard Lagrangian defined, for all 
\((x, \lambda) \in \mathbb{R}^n \times \mathbb{R}^m\), by

\[ F(x, \lambda) := f(x) + \sum_{\alpha} \lambda_\alpha g_\alpha(x). \]

**Theorem 1.1** Suppose \(x_0\) affords a local minimum to \(f\) on \(S\). If \(x_0\) is a regular point of \(S\) then there exists \(\lambda \in \mathbb{R}^m\) such that \(F_\alpha(x_0, \lambda) = 0\) and \(\langle h, F_{xx}(x_0, \lambda)h \rangle \geq 0\) for all \(h \in R_S(x_0)\).

In general it is difficult to test for regularity and one criterion, easier to verify, is that of normality. We shall say that \(x_0 \in S\) is a *normal point of \(S\) if the linear equations

\[ g'_\alpha(x_0; h) := g'_\alpha(x_0)h = 0 \quad (\alpha \in A) \]

in \(h\) are linearly independent, that is, if the gradients \(g'_\alpha(x_0), \ldots, g'_\alpha(x_0)\) are linearly independent, which is equivalent to the requirement that the matrix

\[ \left( \frac{\partial g_\alpha(x_0)}{\partial x^i} \right) \quad (\alpha = 1, \ldots, m; \ i = 1, \ldots, n) \]

be of rank \(m\). It is well-known that, if \(x_0\) is a normal point of \(S\) then it is a regular point of \(S\) and, moreover, the multiplier \(\lambda\) in Theorem 1.1 is unique. This yields the following result.

**Theorem 1.2** Suppose \(x_0\) affords a local minimum to \(f\) on \(S\). If \(x_0\) is a normal point of \(S\) then there exists a unique \(\lambda \in \mathbb{R}^m\) such that \(F_\alpha(x_0, \lambda) = 0\). Moreover, \(\langle h, F_{xx}(x_0, \lambda)h \rangle \geq 0\) for all \(h \in R_S(x_0)\).

Let us now change the data of the problem and suppose that

\[ S = \{ x \in \mathbb{R}^n \mid g_\alpha(x) \leq 0 \ (\alpha \in A) \}, \]

\[ g_\beta(x) = 0 \ (\beta \in B) \]

where \(A = \{1, \ldots, p\}, B = \{p + 1, \ldots, m\}\).

We shall first show how the theory of the previous case can be applied to this problem. For all \(x_0 \in S\) define the set of *active indices* at \(x_0\) by

\[ I(x_0) := \{ \alpha \in A \mid g_\alpha(x_0) = 0 \} \]

and let

\[ S(x_0) := \{ x \in \mathbb{R}^n \mid g_\alpha(x) = 0 \ (\alpha \in I(x_0)) \}, \]

\[ g_\beta(x) = 0 \ (\beta \in B) \]

together with its corresponding set of tangential constraints at \(x_0\), that is,

\[ R_{S(x_0)}(x_0) := \{ h \in \mathbb{R}^n \mid g'_\alpha(x_0; h) = 0 \ (i \in I(x_0) \cup B) \}. \]

Suppose \(x_0\) affords a local minimum to \(f\) on \(S\). If \(g_\alpha(x_0) < 0\), let \(\epsilon_\alpha > 0\) be such that \(|x - x_0| < \epsilon_\alpha \Rightarrow g_\alpha(x) < 0\) and let

\[ N(x_0) := \{ x \in \mathbb{R}^n : |x - x_0| < \epsilon \} \]

where \(\epsilon = \min\{\epsilon_\alpha \mid g_\alpha(x_0) < 0\}\). If \(A = I(x_0)\), set \(N(x_0) := \mathbb{R}^n\).

Since \(S(x_0) \cap N(x_0) \subset S\), \(x_0\) also affords a local minimum to \(f\) on \(S(x_0)\). By Theorem 1.2, if \(x_0\) is a normal point of \(S(x_0)\) (that is, the linear equations \(g'_\alpha(x_0; h) = 0 \ (i \in I(x_0) \cup B) \) in \(h\) are linearly independent), then there exists a unique \(\lambda \in \mathbb{R}^m\) (\(q\) denotes the cardinality of \(I(x_0) \cup B\) such that \(G_x(x_0, \lambda) = 0\) where, for all \((x, \lambda) \in \mathbb{R}^n \times \mathbb{R}^m\),

\[ G(x, \lambda) := f(x) + \sum_{i \in I(x_0) \cup B} \lambda_i g_i(x). \]

Moreover, for all \(h \in R_{S(x_0)}(x_0)\),

\[ \langle h, G_{xx}(x_0, \lambda)h \rangle \geq 0. \]

It can be shown that, in this event, \(\lambda_\alpha \geq 0\) for all \(\alpha \in I(x_0)\) and so, if we let

\[ P(x_0) := \{ \lambda \in \mathbb{R}^m \mid \lambda_\alpha \geq 0 \ (\alpha \in I(x_0)) \}, \]

\[ \lambda_\alpha = 0 \ (g_\alpha(x_0) < 0) \}

and define \(F\) as before, we obtain the following set of first and second order necessary conditions.

**Theorem 1.3** Suppose \(x_0\) affords a local minimum to \(f\) on \(S\). If \(x_0\) is a normal point of \(S(x_0)\) then there exists a unique \(\lambda \in P(x_0)\) such that \(F_\alpha(x_0, \lambda) = 0\). Moreover, \(\langle h, F_{xx}(x_0, \lambda)h \rangle \geq 0\) for all \(h \in R_{S(x_0)}(x_0)\).

This result does provide second order necessary conditions but, as we shall see next, they can be improved considerably. To do so, let us consider not curvilinear tangent vectors but the tangent cone of \(S\) at \(x_0\), denoted by \(T_S(x_0)\), which is the (closed) cone determined by the unit vectors \(h\) for which there exists a sequence \(\{x_m\}\) in \(S\) converging to \(x_0\) in the direction \(h\) in the sense that \(x_m \neq x_0\), and

\[ \lim_{m \to \infty} |x_m - x_0| = 0, \quad \lim_{m \to \infty} \frac{x_m - x_0}{|x_m - x_0|} = h. \]

Define the set of vectors satisfying the tangential constraints of \(S\) at \(x_0\) by

\[ R_{S(x_0)}(x_0) := \{ h \in \mathbb{R}^n \mid g'_\alpha(x_0; h) \leq 0 \ (\alpha \in I(x_0)) \}, \]

\[ g'_\beta(x_0; h) = 0 \ (\beta \in B) \}. \]
As before we have $T_S(x_0) \subset R_S(x_0)$ for all $x_0 \in S$, but the converse may not hold. If $T_S(x_0) = R_S(x_0)$, we say that $x_0 \in S$ is a regular point of $S$. Let

$$E := \{x_0 \in S \mid \text{there exists } \lambda \in P(x_0) \text{ such that } F_x(x_0, \lambda) = 0\}.$$ 

It is well-known that $x_0 \in E$ if and only if

$$f'(x_0; h) \geq 0 \text{ for all } h \in R_S(x_0)$$

and, if $x_0$ is a regular point of $S$ which affords a local minimum to $f$ on $S$, then $x_0 \in E$.

Now, suppose $x_0 \in E$ and $\lambda \in P(x_0)$ is such that $F_x(x_0, \lambda) = 0$. Let $\Gamma := \{\alpha \in A \mid \lambda_\alpha > 0\}$ and define the set $\tilde{S}_\lambda$ of modified tangential constraints as

$$\tilde{S}_\lambda := \{x \in \mathbb{R}^n \mid g_\alpha(x) \leq 0 (\alpha \in A, \lambda_\alpha = 0), g_\beta(x) = 0 (\beta \in \Gamma \cup B)\}$$

which satisfies

$$\tilde{S}_\lambda = \{x \in S \mid g_\alpha(x) = 0 (\alpha \in \Gamma)\} = \{x \in S \mid F(x, \lambda) = f(x)\}.$$ 

Define a set of modified tangential constraints as

$$R_S(x_0; \lambda) := \{h \in \mathbb{R}^n \mid g'_\alpha(x_0; h) \leq 0 (\alpha \in I(x_0), \lambda_\alpha = 0), g'_\beta(x_0; h) = 0 (\beta \in \Gamma \cup B)\}$$

which satisfies

$$R_S(x_0; \lambda) = \{h \in R_S(x_0) \mid g'_\alpha(x_0; h) = 0 (\alpha \in \Gamma)\} = \{h \in R_S(x_0) \mid f'(x_0; h) = 0\}.$$ 

The improved second order conditions correspond to the following result.

**Theorem 1.4** Suppose $x_0$ affords a local minimum to $f$ on $S$ and $x_0 \in E$. Let $\lambda \in P(x_0)$ be such that $F_x(x_0, \lambda) = 0$. If $x_0$ is a regular point of $\tilde{S}_\lambda$ then $\langle h, F_{xx}(x_0, \lambda)h \rangle \geq 0$ for all $h \in R_S(x_0; \lambda)$.

Let us briefly mention some simple criteria for regularity. Given $x_0 \in S$, the following are equivalent:

a. $\{g'_\beta(x_0) \mid \beta \in B\}$ is linearly independent and, if $p > 0$, there exists $h \in \mathbb{R}^n$ such that

$$g'_\alpha(x_0; h) < 0 (\alpha \in I(x_0)), g'_\beta(x_0; h) = 0 (\beta \in B).$$

b. The relations $\sum_{i=1}^m \lambda_i g'_i(x_0) = 0$ and $\lambda \in P(x_0)$ imply that $\lambda = 0$.

These conditions imply that $x_0$ is a regular point of $S$, and $x_0$ is said to be normal if it satisfies (a) or (b).

Note that, for any $\lambda \in P(x_0)$, $R_S(x_0; \lambda)$ is a subset of $R_S(x_0; \lambda)$, and usually the contention is proper. In fact, one can easily find examples for which a point $x_0$ belongs to $E$ so that, for some $\lambda \in P(x_0)$, $F_x(x_0, \lambda) = 0$ and, moreover, $\langle h, F_{xx}(x_0, \lambda)h \rangle \geq 0$ for all $h \in R_S(x_0; x_0)$, but $x_0$ is a regular point $\tilde{S}_\lambda$ and $\langle h, F_{xx}(x_0, \lambda)h \rangle < 0$ for some $h \in R_S(x_0; \lambda)$. In this event, Theorem 1.3 gives no information, but one concludes from Theorem 1.4 that the point $x_0$ does not afford a local minimum to $f$ on $S$. For this reason, we shall call the second order conditions given in Theorems 1.3 and 1.4 weak and strong conditions respectively.

**B. Isoperimetric control problem of Lagrange**

Let us consider now the following optimal control problem involving isoperimetric constraints (see [6] for details), and briefly explain how a situation similar to that of the finite dimensional case occurs.

Suppose we are interested in minimizing

$$I(x, u) = \int_{t_0}^{t_1} L(t, x(t), u(t)) dt$$

subject to

$$x: T \to \mathbb{R}^n \text{ piecewise } C^1, \; u: T \to \mathbb{R}^m \text{ piecewise continuous;}$$

$$\dot{x}(t) = f(t, x(t), u(t)) \; (t \in T), \quad x(t_0) = x_0,$$

$$x(t_1) = x_1;$$

$$I_0(x_0, u_0; (y, v)) \leq 0 (\alpha \in R), \quad I_\beta(x, u) = 0 (\beta \in Q),$$

where $R$ and $Q$ are two disjoint index sets, $T = [t_0, t_1]$, and

$$I_\gamma(x, u) := \alpha_\gamma + \int_{t_0}^{t_1} L_\gamma(t, x(t), u(t)) dt.$$ 

Assuming that $f, L, L_\gamma$ are $C^2$, the strong second order conditions established in [6] state that, if $(x_0, u_0)$ is an "extremal" which solves the problem (with, for simplicity, all indices active) then, under certain "normality" assumptions, a quadratic form is nonnegative on the set of all $(y, v)$ satisfying

i. $\dot{y}(t) = A(t)y(t) + B(t)v(t) \; (t \in T)$, and $y(t_0) = y(t_1) = 0;$

ii. $I_\alpha'(x_0, u_0; (y, v)) \leq 0 (\alpha \in R \text{ with } \mu_\alpha = 0);$ 

iii. $I_\beta'(x_0, u_0; (y, v)) = 0 (\beta \in Q \text{ with } \mu_\beta > 0)$

where $A$ and $B$ are given by $A(t) = f_x(t, x_0(t), u_0(t))$ and $B(t) = f_u(t, x_0(t), u_0(t)).$

The weak version of this result states that the above relation holds for all $(y, v)$ satisfying (i) and

$$I_\gamma'(x_0, u_0; (y, v)) = 0 \quad (\gamma \in R \cup Q)$$

(instead of (ii) and (iii)).
C. Mayer problem with endpoint constraints

A similar situation occurs with the optimal control problem considered in [5] where one is interested in minimizing a functional $\phi_0(x(t_0), x(t_1))$ subject to 
\[ \dot{x}(t) = f(t, x(t), u(t)) \] 
a.e. in $T$ and constraints of the form 
\[ \phi_{\alpha}(x(t_0), x(t_1)) \leq 0 \quad (\alpha \in R), \]
\[ \phi_{\beta}(x(t_0), x(t_1)) = 0 \quad (\beta \in Q). \]

First and second order conditions are derived, without normality assumptions, from results obtained for an abstract optimization problem. When certain normality assumptions are imposed, however, second order conditions are obtained, yielding strong conditions, as in the previous two cases, given by 
\[ \bar{\phi}_{i\alpha}(\eta(t_0)) + \bar{\phi}_{i\beta}(\eta(t_1)) \leq 0 \quad (i \in I_A, \lambda_i = 0), \]
\[ \bar{\phi}_{i\alpha}(\eta(t_0)) + \bar{\phi}_{i\beta}(\eta(t_1)) = 0 \quad (i \in I_A, \lambda_i > 0, \text{ or } i \in Q), \]
where $I_A$ denotes the set of active inequality constraints. Again, the weak version would produce solutions to the linear system satisfying 
\[ \bar{\phi}_{i\alpha}(\eta(t_0)) + \bar{\phi}_{i\beta}(\eta(t_1)) = 0 \quad (i \in I_A \cup Q). \]

D. Lagrange problem with control constraints

In this paper we shall be concerned with a Lagrange control problem posed over piecewise continuous controls and such that the control function $u$ is restricted to satisfy 
\[ \varphi_{\alpha}(u(t)) \leq 0 \quad (\alpha \in R), \quad \varphi_{\beta}(u(t)) = 0 \quad (\beta \in Q). \]

The techniques used in [6] for the isoperimetric problem of Lagrange, or in [5] for the Mayer problem with endpoint constraints, do not apply to this problem since they are essentially pointwise in nature, while the problem we shall deal with involves constraints which affect the whole underlying time interval.

In the literature, one can find different derivations of second order conditions for such a problem (see, for example, [4, 8, 13, 15–17]) and the conditions one encounters in those references are of the weak type. Let us point out that, in [8, 15], the main results on second order conditions are not proved and, quoting [8], “the derivation of the conditions is very special and difficult.”

An exception is to be found in [9, 10] where a set of “modified admissible variations” for the problem in hand was proposed, thus yielding strong second order conditions. However, the technique used in [9, 10] requires certain crucial assumptions on the data of the problem such as convexity of the control set and, even in that case, the conditions are shown to hold only for particular problems.

Let us finally mention that an entirely different approach for optimal control problems involving equality constraints can be found, for example, in [20], where results from abstract optimization theory on Banach spaces are applied to the optimal control problem posed over $L^\infty$-controls, a technique which does not work in our setting. In more recent works (see [1, 2]) a special emphasis has been laid on conditions without a priori normality assumptions, and powerful new techniques such as that of using the normal cone introduced by Mordukhovich [14] have produced important contributions to the subject, but no strong conditions of the type we refer to are present.

In Section 2 we state the optimal control problem we shall be concerned with as well as first and second order conditions and the notions of “extremal” and “strong normality.” In Section 3 we introduce a weak notion of normality together with three different notions of regularity in terms of certain convex cones, and show the relation between normality and regularity. Section 4 includes four examples for which the corresponding quadratic form may be negative on different cones of critical directions.

II. Statement of the Problem

In this section we shall pose the problem we shall be dealing with together with some results on first and second order necessary conditions which form the frame of the questions related to the sign of a quadratic form.

Suppose we are given an interval $T := [t_0, t_1]$ in $\mathbb{R}$, two points $\xi_0, \xi_1$ in $\mathbb{R}^n$, and functions $L$ and $f$ mapping $T \times \mathbb{R}^n \times \mathbb{R}^m$ to $\mathbb{R}$ and $\mathbb{R}^n$ respectively, and $\varphi = (\varphi_1, \ldots, \varphi_q)$ mapping $\mathbb{R}^m$ to $\mathbb{R}^q$ ($q \leq m$). Let 
\[ U := \{ u \in \mathbb{R}^m \mid \varphi_{\alpha}(u) \leq 0 \quad (\alpha \in R), \]
\[ \varphi_{\beta}(u) = 0 \quad (\beta \in Q) \}\]
where $R = \{1, \ldots, r\}, Q = \{r+1, \ldots, q\}$. Denote by $X$ the space of piecewise $C^1$ functions mapping $T$ to $\mathbb{R}^n$, by $U$ the space of piecewise continuous functions mapping $T$ to $\mathbb{R}^m$, set $Z := X \times U$, 
\[ D := \{ (x, u) \in Z \mid x(t) = f(t, x(t), u(t)) \quad (t \in T) \}, \]
\[ Z_e(U) := \{ (x, u) \in D \mid u(t) \in U \quad (t \in T), \]
\[ x(t_0) = \xi_0, \quad x(t_1) = \xi_1 \}, \]
and consider the functional $I: Z \to \mathbb{R}$ given by 
\[ I(x, u) := \int_{t_0}^{t_1} L(t, x(t), u(t))dt \quad ((x, u) \in Z). \]
The problem we shall deal with, which we label (P), is that of minimizing $I$ over $Z_c(U)$.

A common and concise way of formulating this problem is as follows:

Minimize $I(x, u) = \int_0^1 L(t, x(t), u(t)) dt$ subject to:

- $x: T \to \mathbb{R}^n$ piecewise $C^1$;
- $u: T \to \mathbb{R}^m$ piecewise continuous;
- $\dot{x}(t) = f(t, x(t), u(t)) \ (t \in T)$, and $x(t_0) = \xi_0$, $x(t_1) = \xi_1$;
- $\varphi_\alpha(u(t)) \leq 0$ and $\varphi_\beta(u(t)) = 0 \ (\alpha \in R, \beta \in Q, t \in T)$.

We have chosen this fixed-endpoint control problem of Lagrange for simplicity of exposition, and to keep notational complexity to a minimum, but no difficulties arise in extending the theory to follow to Bolza problems with possible variable endpoints.

Elements of $Z$ will be called processes, of $Z_c(U)$ admissible processes, and a process $(x, u)$ solves (P) if $(x, u)$ is admissible and $I(x, u) \leq I(y, v)$ for all admissible process $(y, v)$. For any $(x, u) \in Z$ we use the notation $(\tilde{x}(t))$ to represent $(t, x(t), u(t))$, and $^{\top}$ denotes transpose. We assume that $L$, $f$ and $\varphi$ are $C^2$ and the $q \times (m + r)$-dimensional matrix

$$
\left( \frac{\partial \varphi_i}{\partial y_k} \delta_{i\alpha} \varphi_\alpha \right) \ (i = 1, \ldots, q; \alpha = 1, \ldots, r; k = 1, \ldots, m)
$$

has rank $p$, where $i_1, \ldots, i_p$ are the indices $i \in R \cup Q$ such that $\varphi_\alpha(u) = 0$ (see [1] for details).

First order conditions for this problem are well-established (see, for example, [3, 6, 9]), and one version can be written as follows. For all $(t, x, u, p, \mu, \lambda)$ in $T \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}$ let

$$
H(t, x, u, p, \mu, \lambda) := \langle p, f(t, x, u) \rangle + \lambda L(t, x, u) - \langle \mu, \varphi(u) \rangle,
$$

and denote by $Uq$ the space of all piecewise continuous functions mapping $T$ to $\mathbb{R}^q$.

**Theorem 2.1** Suppose $(x_0, u_0)$ solves (P). Then there exist $\lambda_0 \geq 0$, $p \in X$, and $\mu \in Uq$ continuous on each interval of continuity of $u_0$, not vanishing simultaneously on $T$, such that

a. $\mu_\alpha(t) \geq 0 \ (\alpha \in R, t \in T)$ with $\mu_\alpha(t) = 0$ whenever $\varphi_\alpha(u_0(t)) < 0$.

b. On every interval of continuity of $u_0$,

$$
\dot{p}(t) = -H^*_x(\tilde{x}(t), p(t), \mu(t), \lambda_0),
$$

$$
H_u(\tilde{x}(t), p(t), \mu(t), \lambda_0) = 0.
$$

c. For all $(t, u) \in T \times U$,

$$
H(t, x_0(t), u, p(t), 0, \lambda_0) \leq H(\tilde{x}(t), p(t), 0, \lambda_0).
$$

Note that (a) and (c) are equivalent, respectively, to the following conditions:

a. $\mu_\alpha(t) \geq 0$ and $\mu_\alpha(t)\varphi_\alpha(u_0(t)) = 0 \ (\alpha \in R, t \in T)$;

b. $H(t, x_0(t), u, p(t), \mu(t), \lambda_0) + \langle \mu(t), \varphi(u) \rangle \leq H(\tilde{x}(t), p(t), \mu(t), \lambda_0)$ for all $(t, u) \in T \times U$.

Based on this theorem, let us introduce a set $M(x, u)$ of multipliers together with a set $\mathcal{E}$ whose elements, which will be called “extremals,” have associated a nonzero cost multiplier normalized to one.

**Definition 2.2** For all $(x, u) \in Z$ let $M(x, u)$ be the set of all $(p, \mu, \lambda_0) \in X \times Uq \times \mathbb{R}$ with $\lambda_0 + |p| \neq 0$ satisfying

- $\mu_\alpha(t) \geq 0$, $\mu_\alpha(t)\varphi_\alpha(u(t)) = 0$ for all $\alpha \in R, t \in T$,

b. $\dot{p}(t) = -H^*_x(\tilde{x}(t), p(t), \mu(t), \lambda_0) \ (t \in T)$,

c. $H_u(\tilde{x}(t), p(t), \mu(t), \lambda_0) = 0 \ (t \in T)$.

Denote by $\mathcal{E}$ be the set of all $(x, u, p, \mu) \in Z \times X \times Uq$ such that $(p, \mu, 1) \in M(x, u)$, that is,

- $\mu_\alpha(t) \geq 0$, $\mu_\alpha(t)\varphi_\alpha(u(t)) = 0$ for all $\alpha \in R, t \in T$,

b. $\dot{p}(t) = -f^*_x(\tilde{x}(t))p(t) + L^*_x(\tilde{x}(t)) \ (t \in T)$,

c. $f^*_x(\tilde{x}(t))p(t) = L^*_u(\tilde{x}(t)) + \varphi^*(u(t))\mu(t)$ for all $t \in T$.

The notion of “strong normality,” as defined below, is introduced to assure that, if $(p, \mu, \lambda_0)$ is a triple of multipliers corresponding to a strongly normal solution to the problem, then $\lambda_0 > 0$ and, when $\lambda_0 = 1$, the pair $(p, \mu)$ is unique.

**Definition 2.3** A process $(x, u)$ will be said to be strongly normal if, given $p \in X$ and $\mu \in Uq$ satisfying

i. $\mu_\alpha(t)\varphi_\alpha(u(t)) = 0 \ (\alpha \in R, t \in T)$;

ii. $\dot{\mu}(t) = -f^*_x(\tilde{x}(t))\mu(t)$

$[= -H^*_x(\tilde{x}(t), p(t), \mu(t), 0)] \ (t \in T)$;

iii. $0 = f^*_u(\tilde{x}(t))\mu(t) - \varphi^*(u(t))\mu(t)$

$[= H^*_u(\tilde{x}(t), p(t), \mu(t), 0)] \ (t \in T)$,

then $p \equiv 0$. In this event, clearly, also $\mu \equiv 0$.

**Proposition 2.4** If $(x, u)$ solves (P) then $M(x, u) \neq \emptyset$. If also $(x, u)$ is strongly normal then there exists a unique $(p, \mu) \in X \times Uq$ such that $(x, u, p, \mu) \in \mathcal{E}$. 
**Proof:** Let \((x, u)\) solve (P). By Theorem 2.1 there exists \((p, \mu, \lambda_0) \in M(x, u)\). Suppose \((x, u)\) is strongly normal. Clearly we have \(\lambda_0 \neq 0\) and, if \((q, \nu, \lambda_0) \in M(x, u)\), then
i. \([\mu_t(a) - \nu_t(t)]\varphi_\alpha(u(t)) = 0 \ (\alpha \in R, \ t \in T)\);
i. \([\dot{p}(t) - \dot{q}(t)] = -f^*_a(\ddot{x}(t))[p(t) - q(t)] \ (t \in T)\);
i. \(f^*_a(\ddot{x}(t))[p(t) - q(t)] - \varphi'(u(t))\mu(t) - \nu(t) = 0 \ (t \in T)\),

implying that \(p \equiv q\) and \(\mu \equiv \nu\). The result follows by choosing \(\lambda_0 = 1\) since \((p/\lambda_0, \mu/\lambda_0, 1) \in M(x, u)\).

For any \((x, u, p, \mu) \in Z \times X \times U_q\) and \((y, v) \in Z\), let us consider the following quadratic form:

\[
J((x, u, p, \mu); (y, v)) := \int_0^1 2\Omega(t, y(t), v(t))dt
\]

where, for all \((t, y, v) \in T \times R^n \times R^m\),

\[
2\Omega(t, y, v) := -[y, H_{xx}(t)y] + 2[y, H_{xy}(t)v] + [v, H_{yy}(t)v]
\]

and \(H(t)\) denotes \(H(\ddot{x}(t), p(t), \mu(t), 1)\).

For all \(u \in R^m\) define the set of active indices at \(u\) as

\[
I_a(u) := \{\alpha \in R \mid \varphi_\alpha(u) = 0\}.
\]

As mentioned in the introduction, a set of weak second order conditions for problem (P) can be found in the literature. In particular, the following result was derived in [4] by reducing the original problem into a problem involving only equality constraints in the constraints.

**Theorem 2.5** Let \((x_0, u_0)\) be an admissible process for which there exists \((p, \mu) \in X \times U_q\) such that \((x_0, u_0, p, \mu) \in \mathcal{E}\). If \((x_0, u_0)\) is a strongly normal solution to (P) then

\[
J((x_0, u_0, p, \mu); (y, v)) \geq 0
\]

for all \((y, v) \in Z\) satisfying

i. \(\dot{y}(t) = f_x(\ddot{x}(t))y(t) + f_u(\ddot{x}(t))v(t) \ (t \in T)\),

ii. \(\varphi'(u_0(t))v(t) = 0 \ (i \in I_a(u_0(t)) \cup Q, \ t \in T)\).

The same cone of critical directions or “admissible variations” defined by (ii) yields second order necessary conditions in other references mentioned in the introduction. Those conditions are obtained in different ways and, in some cases, under different assumptions, but they are all expressed in terms of that set of variations. Let us briefly mention that the same device used in [3], which consists in defining the functions

\[
\psi_\alpha(u, w) := \varphi_\alpha(u) + (w^\alpha)^2 \ (\alpha \in R),
\]

appears in [17] together with an application of the results obtained in [16].

**III. Normality and Regularity**

It is of interest to see if the assumption of strong normality, which implies uniqueness of the pair \((p, \mu)\) such that \((x_0, u_0, p, \mu)\) is an extremal as well as the set of second order conditions given in Theorem 2.5, can be weakened.

To do so, we shall first compare that notion with a different one used in other references (see [9, 10]), and characterize those notions in terms of certain convex cones.

Recall that, if \(A(t) := f_x(\ddot{x}(t))\) and \(B(t) := f_u(\ddot{x}(t))\), \((x, u)\) is strongly normal if, given \((p, \mu) \in X \times U_q\) satisfying

i. \(\mu_t(a)\varphi_\alpha(u(t)) = 0 \ (\alpha \in R, \ t \in T)\);
i. \(\dot{p}(t) = -A^*(t)p(t) \ (t \in T)\);
i. \(B^*(t)p(t) = \varphi'(u(t))\mu(t) \ (t \in T)\),

then \(p \equiv 0\).

This notion can be characterized in terms of a subspace of \(R^m\) as follows.

**Definition 3.1** For any \(u \in R^m\) let

\[
\tau_0(u) := \{h \in R^m \mid \varphi'(u)h = 0 \ (i \in I_a(u) \cup Q)\}.
\]

A process \((x, u)\) will be said to be \(\tau_0\)-regular if there is no nonnull solution \(z \in X\) to the system

\[
\dot{z}(t) = -A^*(t)z(t),
\]

\[
z^*(t)B(t)h = 0 \text{ for all } h \in \tau_0(u(t)) \ (t \in T).
\]

**Proposition 3.2** For any \((x, u) \in Z(U)\) the following are equivalent:

a. \((x, u)\) is \(\tau_0\)-regular.

b. \((x, u)\) is strongly normal.

**Proof:** (a) \(\Rightarrow\) (b): Suppose \((p, \mu) \in X \times U_q\) is such that \(\mu_t(a)\varphi_\alpha(u(t)) = 0 \ (\alpha \in R, \ t \in T)\) and

\[
\dot{p}(t) = -A^*(t)p(t), \ B^*(t)p(t) = \varphi'(u(t))\mu(t).
\]

Let \(h \in \tau_0(u(t))\). Then

\[
p^*(t)B(t)h = \sum_{i=1}^q \mu_i(t)\varphi'(u(t))h = 0
\]

and so, by (a), \(p \equiv 0\).

(b) \(\Rightarrow\) (a): Let \(z \in X\) be such that

\[
\dot{z}(t) = -A^*(t)z(t),
\]

\[
z^*(t)B(t)h = 0 \text{ for all } h \in \tau_0(u(t)) \ (t \in T).
\]
\[ z^*(t)B(t)h = 0 \text{ for all } h \in \tau_0(u(t)) \quad (t \in T) . \]

For each \( t \in T \) let \( \hat{\varphi} = (\varphi_{i_1}, \ldots, \varphi_{i_p}) \) where
\[
I_\alpha(u(t)) \cup Q = \{ i_1, \ldots, i_p \}
\]
and define \( \hat{\mu}(t) = (\hat{\mu}_{i_1}(t), \ldots, \hat{\mu}_{i_p}(t)) \) by
\[
\hat{\mu}(t) := \Lambda^{-1}(t)\hat{\varphi}'(u(t))B^*(t)z(t) \quad (t \in T)
\]
where \( \Lambda(t) = \varphi'(u(t))\varphi^*(u(t)) \). Note that, since
\[
\varphi'(u(t))\varphi^*(u(t))\Lambda^{-1}(t) = \\
\Lambda^{-1}(t)^*\varphi'(u(t))\varphi^*(u(t)) = I_{p \times p}
\]
we have \( \Lambda^{-1}(t) = \Lambda^{-1}(t)^* \) (\( t \in T \)). Let \( \mu(t) = (\mu_1(t), \ldots, \mu_q(t)) \) where
\[
\mu_\alpha(t) := \begin{cases} 
\hat{\mu}_{i_r}(t) & \text{if } \alpha = i_r, \ r = 1, \ldots, p \\
0 & \text{otherwise}
\end{cases}
\]
Clearly \( \mu_\alpha(t)\varphi_\alpha(u(t)) = 0 \) (\( \alpha \in R, \ t \in T \)) and
\[
\hat{\mu}^*(t)\varphi'(u(t)) = \mu^*(t)\varphi'(u(t)) \quad (t \in T).
\]

Now, let
\[
G(t) := I_{m \times m} - \varphi^*(u(t))\Lambda^{-1}(t)\varphi'(u(t))
\]
and note that \( \varphi'(u(t))G(t) = 0 \) (\( t \in T \)). If \( h_k(t) \) (\( k = 1, \ldots, m \)) denotes the \( k \)-th column of \( G(t) \), we have
\[
\varphi_{k_j}'(u(t))h_k(t) = 0 \quad (j = 1, \ldots, p, \ k = 1, \ldots, m)
\]
that is, \( h_k(t) \) belongs to \( \tau_0(u(t)) \) and, therefore,
\[
z^*(t)B(t)h_k(t) = 0 \quad (k = 1, \ldots, m).
\]
Thus
\[
0 = z^*(t)B(t)G(t) = z^*(t)B(t) - \mu^*(t)\varphi'(u(t))
\]
and so, by (b), \( z \equiv 0 \).

Let us now turn to a different notion of normality. Note that the sign of \( \mu_\alpha(t) \) is not considered in the definition of strong normality. By adding such condition, we obtain a weaker notion of normality.

**Definition 3.3** We shall say that \( (x, u) \in Z \) is **weakly normal** if, given \( (p, \mu) \in X \times U_q \) satisfying
\begin{enumerate}
  \item \( \mu_\alpha(t) \geq 0, \mu_\alpha(t)\varphi_\alpha(u(t)) = 0 \quad (\alpha \in R, \ t \in T) \);
  \item \( \hat{p}(t) = -A^*(t)p(t) \quad (t \in T) \);
  \item \( B^*(t)p(t) = \varphi^*(u(t))\mu(t) \quad (t \in T) \),
\end{enumerate}
then \( p = 0 \).

Observe that in Proposition 2.4, if we replace the assumption of strong with that of weak normality, the result remains valid except for the uniqueness of \( (p, \mu) \).

For all \( \mu \in R^q \) define the following subsets of indices of \( R \):
\[
\Gamma_0(\mu) := \{ \alpha \in R \mid \mu_\alpha = 0 \},
\]
\[
\Gamma_p(\mu) := \{ \alpha \in R \mid \mu_\alpha > 0 \},
\]
and let us consider the following convex cones of \( R^m \).

**Definition 3.4** For any \( u \in R^m \) and \( \mu \in R^q \) let
\[
\tau_1(u, \mu) := \{ h : \varphi_i'(u)h \leq 0 \ (i \in I_\alpha(u) \cap \Gamma_0(\mu)) \},
\]
\[
\varphi_j'(u)h = 0 \ (j \in \Gamma_p(\mu) \cup Q)\}
\]
\[
\tau_2(u) := \{ h : \varphi_i'(u)h \leq 0 \ (i \in I_\alpha(u)) \},
\]
\[
\varphi_j'(u)h = 0 \ (j \in Q) \}.
\]

**Definition 3.5** Let \( (x, u) \in Z(U) \) and \( \mu \in U_q \) with \( \mu_\alpha(t) \geq 0 \) and \( \mu_\alpha(t)\varphi_\alpha(u(t)) = 0 \) (\( \alpha \in R, \ t \in T \)).
\begin{enumerate}
  \item We say \( (x, u, \mu) \) is **\( \tau_1 \)-regular** if there is no nonnull solution \( z \in X \) to the system
\[
\dot{z}(t) = -A^*(t)z(t),
\]
\[
z^*(t)B(t)h \leq 0 \text{ for all } h \in \tau_1(u(t), \mu(t)) \quad (t \in T).
\]
  \item We say \( (x, u) \) is **\( \tau_2 \)-regular** if there is no nonnull solution \( z \in X \) to the system
\[
\dot{z}(t) = -A^*(t)z(t),
\]
\[
z^*(t)B(t)h \leq 0 \text{ for all } h \in \tau_2(u(t)) \quad (t \in T).
\]
\end{enumerate}

Now, as one readily verifies, \( \tau_0 \)-regularity implies \( \tau_1 \)-regularity which in turn implies \( \tau_2 \)-regularity. Let us give a formal proof of this fact.

**Proposition 3.6** Let \( (x, u) \in Z \) and \( \mu \in U_q \) with \( \mu_\alpha(t) \geq 0 \) and \( \mu_\alpha(t)\varphi_\alpha(u(t)) = 0 \) (\( \alpha \in R, \ t \in T \)), and consider the following statements:
\begin{enumerate}
  \item \( (x, u) \) is \( \tau_0 \)-regular.
  \item \( (x, u, \mu) \) is \( \tau_1 \)-regular.
  \item \( (x, u) \) is \( \tau_2 \)-regular.
\end{enumerate}

Then (a) \( \Rightarrow \) (b) \( \Rightarrow \) (c).

**Proof:** (a) \( \Rightarrow \) (b): Let \( z \in X \) be such that
\[
\dot{z}(t) = -A^*(t)z(t),
\]
\[
z^*(t)B(t)h \leq 0 \text{ for all } h \in \tau_1(u(t), \mu(t)) \quad (t \in T).
\]
Let \( h \in \tau_0(u(t)) \). If \( i \in I_\alpha(u(t)) \cap \Gamma_0(\mu(t)) \) then we have \( \varphi_i'(u(t))h = 0 \) and, if \( j \in \Gamma_p(\mu(t)) \cup Q \) then
\( \varphi'_j(u(t))h = 0 \) since \( \Gamma_p(\mu(t)) \subset I_\alpha(u(t)) \). This shows that \( h \in \tau_1(u(t), \mu(t)) \) and so

\[ \tau_0(u(t)) \subset \tau_1(u(t), \mu(t)). \]

By assumption, \( z^*(t)B(t)h \leq 0 \). However, since \( \tau_0(u(t)) \) is a subspace, we have \( z^*(t)B(t)h = 0 \). By (a) this implies that \( z \equiv 0 \) and this proves (b).

(b) \( \Rightarrow \) (c): Let \( z \in X \) be such that

\[ \dot{z}(t) = -A^*(t)z(t), \]

\[ z^*(t)B(t)h \leq 0 \]

for all \( h \in \tau_2(u(t)) \) \((t \in T)\). Let \( h \in \tau_1(u(t), \mu(t)) \). If \( i \in I_a(u(t)) \) then

\[ \varphi'_i(u(t))h \leq 0 \] if \( \mu_i(t) = 0 \),

\[ \varphi'_i(u(t))h = 0 \] if \( \mu_i(t) > 0 \).

Also \( \varphi'_j(u(t))h = 0 \) if \( j \in Q \). Therefore \( h \in \tau_0(u(t)) \) and so \( \tau_1(u(t), \mu(t)) \subset \tau_2(u(t)) \). By (b), \( z \equiv 0 \) and (c) follows.

Let us now prove that, just as \( \tau_0 \)-regularity is equivalent to strong normality, the same occurs with respect to \( \tau_2 \)-regularity and weak normality.

**Proposition 3.7** For any \((x,u) \in Z(U)\) the following are equivalent:

a. \((x,u)\) is \( \tau_2 \)-regular.

b. \((x,u)\) is weakly normal.

**Proof:** (a) \( \Rightarrow \) (b): Suppose \((p,\mu) \in X \times U_q\) is such that \( \mu_\alpha(t) \geq 0, \mu_\alpha(t)\varphi_\alpha(u(t)) = 0 \) \((\alpha \in R, t \in T)\),

\[ p(t) = -A^*(t)p(t), \quad B^*(t)p(t) = \varphi'^*(u(t))\mu(t). \]

Let \( h \in \tau_2(u(t)) \). Using the fact that \( \mu_\alpha(t) \geq 0 \) \((\alpha \in R)\) and \( \mu_\alpha(t) = 0 \) whenever \( \varphi_\alpha(u(t)) < 0 \), we have

\[ p^*(t)B(t)h = \sum_{i=1}^{q} \mu_i(t)\varphi'_i(u(t))h\leq 0 \]

implying, by (a), that \( p \equiv 0 \).

(b) \( \Rightarrow \) (a): Let \( z \in X \) be such that

\[ \dot{z}(t) = -A^*(t)z(t), \]

\[ z^*(t)B(t)h \leq 0 \] for all \( h \in \tau_2(u(t)) \) \((t \in T)\).

Proceed as in the proof of (b) \( \Rightarrow \) (a) of Proposition 3.2 showing that \( h_k(t) \), as defined in that proof, belongs to \( \tau_0(u(t)) \). Now, since \( \tau_0(u(t)) \subset \tau_2(u(t)) \), our assumptions on \( z \) imply that \( z^*(t)B(t)h_k(t) \leq 0 \) \((k = 1, \ldots, m)\). However, also \(-h_k(t) \in \tau_0(u(t))\) and so \( z^*(t)B(t)h_k(t) = 0 \) \((k = 1, \ldots, m)\). Thus

\[ 0 = z^*(t)B(t)G(t) = z^*(t)B(t) - \mu^*(t)\varphi'(u(t)). \]

The result will follow by (b) if \( \mu_\alpha(t) \geq 0 \) \((\alpha \in R, t \in T)\). To prove that this is indeed the case, let \( C(t) \) be the \( p \times m \) matrix \( C(t) := \Lambda^{-1}(t)\varphi'(u(t)) \) and observe that

\[ C(t)\varphi'^*(u(t)) = I_{p \times p} = \varphi'(u(t))C^*(t). \]

Therefore, if \( c_j(t) \) denotes the \( j \)-th column of \( C^*(t) \) and \( \{c_j\} \) the canonical base in \( R^p \) \((j = 1, \ldots, p)\) then, for \( j = 1, \ldots, p, \)

\[ (\varphi'_j(u(t))c_1(t), \ldots, \varphi'_j(u(t))c_p(t)) = c_j^*. \]

Thus, if \( j \in \{1, \ldots, p\} \) is such that \( i_j \in I_a(u(t)) \), then

\[ \varphi'_k(u(t))(-c_j(t)) = \begin{cases} -1 & \text{if } k = i_j \\ 0 & \text{if } k \neq i_j \end{cases} \]

implying that \(-c_j(t) \in \tau_2(u(t)) \). Therefore

\[ z^*(t)B(t)c_j(t) \geq 0 \] \((t \in T)\).

But \( \mu_i(t) \geq 0 \) \((\alpha \in I_a(u(t))\).

**IV. EXAMPLES**

Theorem 2.5 can be stated in terms of \( \tau_0(u_0(t)) \). Explicitly, if \((x_0, u_0)\) is a strongly normal solution to (P) and \((p, \mu) \in X \times U_q\) is the unique pair such that \((x_0, u_0, p, \mu) \in E\) then Theorem 2.5 states that \( J((x_0, u_0, p, \mu); (y, v)) \geq 0 \) for all \((y, v) \in Z\) satisfying

i. \( \dot{y}(t) = f_x(\tilde{x}_0(t))y(t) + f_u(\tilde{x}_0(t))v(t) \) \((t \in T)\),

and \( y(t_0) = y(t_1) = 0 \);

ii. \( v(t) \in \tau_0(u_0(t)) \) \((t \in T)\).

We begin this section by providing a weakly normal solution \((x_0, u_0)\) to (P) with \((p, \mu)\) a pair such that \((x_0, u_0, p, \mu) \in E\), but \( J((x_0, u_0, p, \mu); (y, v)) < 0 \) for some \((y, v) \in Z\) satisfying (i) and \( v(t) \in \tau_2(u_0(t)) \) \((t \in T)\).

**Example 4.1** Consider the problem (P) of minimizing

\[ I(x, u) = \int_0^1 u_1(t)dt \]

subject to

\[ \dot{x}(t) = u_1(t)^2 + u_2(t), \]

\[ u_1(t) \geq 0, \quad u_1(t) \geq u_2(t) \] \((t \in [0, 1])\)

and \( x(0) = x(1) = 0 \).

In this case we have \( T = [0, 1], n = 1, m = r = q = 2, \xi_0 = \xi_1 = 0 \) and, for any \( t \in T, x \in R \), and \( u \in R^2 \) with \( u = (u_1, u_2) \),

\[ L(t, x, u) = u_1, \quad f(t, x, u) = u_1^2 + u_2, \]

\[ u_1(t) \geq 0, \quad u_1(t) \geq u_2(t) \] \((t \in [0, 1])\).
\[ \varphi_1(u) = -u_1, \quad \varphi_2(u) = u_2 - u_1. \]

Observe first that
\[ H(t, x, u, p, \mu, 1) = p(u_1^2 + u_2) - u_1 + (\mu_1 + \mu_2)u_1 - \mu_2u_2 \]
so that
\[ H_u(t, x, u, p, \mu, 1) = (2pu_1 - 1 + \mu_1 + \mu_2, p - \mu_2), \]
\[ H_{uu}(t, x, u, p, \mu, 1) = \begin{pmatrix} 2p & 0 \\ 0 & 0 \end{pmatrix}. \]

Therefore, for any \((x, u, p, \mu) \in Z \times X \times U_2\) and \((y, v) \in Z\),
\[ J((x, u, p, \mu); (y, v)) = -\int_0^1 2p(t)v_1^2(t)dt. \]

Clearly \((x_0, u_0) \equiv (0, 0)\) solves the problem. Since \(\varphi'_1(u_0(t)) = (-1, 0)\) and \(\varphi'_2(u_0(t)) = (-1, 1)\), we have
\[ \tau_0(u_0(t)) = \{ h \in \mathbb{R}^2 \mid -h_1 = 0, -h_1 + h_2 = 0 \}, \]
\[ \tau_1(u_0(t), \mu(t)) = \{ h \in \mathbb{R}^2 \mid -h_1 \leq 0 \text{ if } \mu_1(t) = 0, -h_1 = 0 \text{ if } \mu_1(t) > 0, -h_1 + h_2 \leq 0 \text{ if } \mu_2(t) = 0, -h_1 + h_2 = 0 \text{ if } \mu_2(t) > 0 \}, \]
\[ \tau_2(u_0(t)) = \{ h \in \mathbb{R}^2 \mid -h_1 \leq 0, -h_1 + h_2 \leq 0 \}. \]

To test for regularity note that, since \(f_x(\bar{x}_0(t)) = 0\) and \(f_u(\bar{x}_0(t)) = (0, 1)\), the system
\[ \dot{z}(t) = -A^*(t)z(t), \]
\[ z^*(t)B(t)h = z(t)h_2 = 0 \]
for all \((h_1, h_2) \in \tau_0(u_0(t)) \in T)\) has nonnull solutions and therefore \((x_0, u_0)\) is not \(\tau_0\)-regular. On the other hand, \(z \equiv 0\) is the only solution to the system
\[ \dot{z}(t) = 0, \quad z(t)h_2 \leq 0 \]
for all \((h_1, h_2) \in \tau_2(u_0(t)) \in T)\) since both \((0, -1)\) and \((1, 1)\) belong to \(\tau_2(u_0(t))\) implying that \(-z(t) \leq 0\) and \(z(t) \leq 0 \in T)\), and so \((x_0, u_0)\) is \(\tau_2\)-regular. Let \(\mu = (\mu_1, \mu_2) \equiv (0, 1)\) and \(p \equiv 1\) so that

i. \(\mu_0(t) \geq 0\) and \(\mu_0(t)\varphi_0(u_0(t)) = 0 (\alpha = 1, 2, t \in T)\),
ii. \(\dot{p}(t) = 0 = -H_x(\bar{x}_0(t), p(t), \mu(t), 1) \in T)\),
iii. \(H_u(\bar{x}_0(t), p(t), \mu(t), 1) = (\mu_1(t) + \mu_2(t) - 1, p(t) - \mu_2(t)) = (0, 0) \in T)\)

and so \((x_0, u_0, p, \mu) \in \mathcal{E}\) with \((x_0, u_0)\) a weakly normal solution to the problem. Note also that
\[ \tau_1(u_0(t), \mu(t)) = \{(h_1, h_2) \in \mathbb{R}^2 \mid -h_1 \leq 0, h_1 = h_2 \} \]
and therefore the system
\[ \dot{z}(t) = 0, \]
\[ z(t)h_2 \leq 0 \text{ for all } (h_1, h_2) \in \tau_1(u_0(t), \mu(t)) \text{ (} t \in T) \]
has nonnull solutions implying that \((x_0, u_0, \mu)\) is not \(\tau_1\)-regular.

Now, if we set \(v = (v_1, v_2) \equiv (1, 0)\) and \(y \equiv 0\), then \(v(t) \in \tau_2(u_0(t)), (y, v)\) solves \(\dot{y}(t) = v_2(t) (t \in T)\) together with \(y(0) = y(1) = 0\), and so it satisfies (i). However,
\[ J((x_0, u_0, p, \mu); (y, v)) = -2 < 0. \]

Our next example yields a stronger conclusion than the previous one. We shall exhibit a weakly normal solution \((x_0, u_0)\) to (P) with \((p, \mu)\) a pair such that \((x_0, u_0, p, \mu) \in \mathcal{E}\) and \(J((x_0, u_0, p, \mu); (y, v)) \leq 0\) for some \((y, v) \in Z\) satisfying (i) and \(v(t) \in \tau_1(u_0(t), \mu(t)) \in T)\).

**Example 4.2** Consider the problem (P) of minimizing
\[ I(x, u) = \int_0^1 \{u_2(t) + u_3(t)\} dt \]
such that
\[ \dot{x}(t) = u_1^2(t) + u_2(t) - u_3(t) \quad (t \in [0, 1]), \]
\[ u_1(t) \geq 0, \quad u_2(t) \geq 0, \quad u_3(t) \geq 0 \quad (t \in [0, 1]) \]
and \(x(0) = x(1) = 0\).

In this case we have \(T = [0, 1], n = 1, m = r = q = 3, \xi_0 = \xi_1 = 0\) and, for any \(t \in T, x \in \mathbb{R}^3\), and \(u \in \mathbb{R}^3\) with \(u = (u_1, u_2, u_3)\),
\[ L(t, x, u) = u_2 + u_3, \quad f(t, x, u) = u_1^2 + u_2 - u_3, \]
\[ \varphi_1(u) = -u_1, \quad \varphi_2(u) = -u_2, \quad \varphi_3(u) = -u_3. \]

Observe first that
\[ H(t, x, u, p, \mu, 1) = p(u_1^2 + u_2 - u_3) - u_2 - u_3 + \mu_1u_1 + \mu_2u_2 + \mu_3u_3 \]
so that
\[ H_u(t, x, u, p, \mu, 1) = \]
\[ (2pu_1 + \mu_1, p - 1 + \mu_2, -p - 1 + \mu_3), \]
\[ H_{uu}(t, x, u, p, \mu, 1) = \begin{pmatrix} 2p & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} . \]

Therefore, for any \((x, u, p, \mu) \in Z \times X \times U_3\) and \((y, v) \in Z\),
\[ J((x, u, p, \mu); (y, v)) = -\int_0^1 2p(t)v_1^2(t)\,dt. \]

Note that
\[ f_x(t, x, u) = 0, \quad f_u(t, x, u) = (2u_1, 1, -1), \]
and we have \(\varphi'_1(u) = (-1, 0, 0), \quad \varphi'_2(u) = (0, -1, 0), \quad \varphi'_3(u) = (0, 0, -1)\).

Clearly \((x_0, u_0) \equiv (0, 0)\) solves the problem and we have \(I_a(u_0(t)) = \{1, 2, 3\}\). Thus
\[ \tau_0(u_0(t)) = \{h \in \mathbb{R}^3 \mid -h_1 = 0, -h_2 = 0, -h_3 = 0\}, \]
\[ \tau_2(u_0(t)) = \{h \in \mathbb{R}^3 \mid -h_1 \leq 0, -h_2 \leq 0, -h_3 \leq 0\}. \]

Since \(f_x(\tilde{x}_0(t)) = 0\) and \(f_u(\tilde{x}_0(t)) = (0, 1, -1)\), the system
\[ \dot{z}(t) = -A^*z(t) = 0, \]
\[ z^*(t)B(t)h = z(t)(h_2 - h_3) = 0 \]
for all \((h_1, h_2, h_3) \in \tau_0(u_0(t))\) \((t \in T)\) has nonnull solutions and therefore \((x_0, u_0)\) is not \(\tau_0\)-regular. Note that \(z \equiv 0\) is the only solution to the system
\[ \dot{z}(t) = 0, \quad z(t)(h_2 - h_3) \leq 0 \]
for all \((h_1, h_2, h_3) \in \tau_2(u_0(t))\) \((t \in T)\) since both \((0, 1, 0)\) and \((0, 0, 1)\) belong to \(\tau_2(u_0(t))\) implying that \(z(t) \leq 0\) and \(-z(t) \leq 0\) \((t \in T)\), and so \((x_0, u_0)\) is \(\tau_2\)-regular. Now, let \(\mu = (\mu_1, \mu_2, \mu_3) \equiv (0, 0, 2)\) and \(p \equiv 1\). Then
\[ \tau_1(u_0(t), \mu(t)) = \{h \in \mathbb{R}^3 \mid -h_1 \leq 0, -h_2 \leq 0, -h_3 = 0\} \]
and therefore the system
\[ \dot{z}(t) = 0, \quad z(t)(h_2 - h_3) \leq 0 \]
for all \((h_1, h_2, h_3) \in \tau_1(u_0(t), \mu(t))\) \((t \in T)\) has nonnull solutions implying that \((x_0, u_0, \mu)\) is not \(\tau_1\)-regular. Now, we have
i. \(\mu_x(t) \geq 0\) and \(\mu_1(t)\varphi_\alpha(u_0(t)) = 0 \quad (\alpha = 1, 2, t \in T)\);
ii. \(\rho(t) = 0 = -H_x(\tilde{x}_0(t), p(t), \mu(t), 1) \quad (t \in T)\);
iii. \(H_u(\tilde{x}_0(t), p(t), \mu(t), 1) = (0, 0, 0) \quad (t \in T)\),
so that \((x_0, u_0, p, \mu) \in \mathcal{E}\) with \((x_0, u_0)\) a weakly normal solution to the problem.

Let \(v = (v_1, v_2, v_3) \equiv (1, 0, 0)\) and \(y \equiv 0\). Then \((y, v)\) solves \(y(t) = v_2(t) - v_3(t) \quad (t \in T)\) together with \(y(0) = y(1) = 0, v(t) \in \tau_1(u_0(t), \mu(t))\), and
\[ J((x_0, u_0, p, \mu); (y, v)) = -\int_0^1 2p(t)v_1^2(t)\,dt. \]

The following example yields a conclusion even stronger than those of the previous two examples. We shall exhibit a weakly normal solution \((x_0, u_0)\) to (P) with \((p, \mu)\) a pair such that \((x_0, u_0, p, \mu) \in \mathcal{E}\), but \(J((x_0, u_0, p, \mu); (y, v)) < 0\) for some \((y, v) \in Z\) satisfying (i) and \(v(t) \in \tau_0(u_0(t)) \quad (t \in T)\). In other words, the conclusion of Theorem 2.5 may not hold if we assume that the solution to the problem is weakly normal.

**Example 4.3** Consider the problem of minimizing
\[ I(x, u) = \int_0^1 u_2(t)\,dt \]
subject to
\[ \dot{x}(t) = u_1^2(t) + u_2(t) - u_3(t) \quad (t \in [0, 1]), \]
\[ u_2(t) \geq 0, \quad u_3(t) \geq 0 \quad (t \in [0, 1]), \]
and \(x(0) = x(1) = 0\).

In this case \(T = [0, 1], n = 1, m = 3, r = q = 2, \xi_0 = \xi_1 = 0\) and, for all \(t \in T, x \in \mathbb{R}\), and \(u = (u_1, u_2, u_3)\),
\[ L(t, x, u) = u_2, \quad f(t, x, u) = u_1^2 + u_2 - u_3, \]
\[ \varphi_1(u) = -u_2, \quad \varphi_2(u) = -u_3. \]

We have
\[ H(t, x, u, p, \mu) = p(u_1^2 + u_2 - u_3) - u_2 + \mu_1 u_2 + \mu_2 u_3 \]
and so
\[ H_u(t, x, u, p, \mu) = \begin{pmatrix} 2p & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \]
so that, for all \((x, u, p, \mu) \in Z \times X \times U_3\) and \((y, v) \in Z\),
\[ J((x, u, p, \mu); (y, v)) = -\int_0^1 2p(t)v_1^2(t)\,dt. \]

Clearly \((x_0, u_0) \equiv (0, 0)\) is a solution to the problem. Let \(\mu = (\mu_1, \mu_2) \equiv (0, 1)\) and \(p \equiv 1\). Note
that \((x_0, u_0, p, \mu) \in E\). Now, \(\varphi_1'(u) = (0, -1, 0)\), \(\varphi_2'(u) = (0, 0, -1)\). Therefore
\[
\tau_0(u_0(t)) = \{ h \in \mathbb{R}^3 \mid -h_2 = 0, -h_3 = 0 \},
\tau_1(u_0(t), \mu(t)) = \{ h \in \mathbb{R}^3 \mid -h_2 \leq 0, -h_3 = 0 \},
\tau_2(u_0(t)) = \{ h \in \mathbb{R}^3 \mid -h_2 \leq 0, -h_3 \leq 0 \}.
\]

Since
\[
f_x(t, x_0(t), u_0(t)) = 0,
f_u(t, x_0(t), u_0(t)) = (0, 1, -1),
\]
the system
\[
\dot{z}(t) = -A^*z(t) = 0,
\]
\[
z^*(t)B(t)h = z(t)(h_2 - h_3) = 0
\]
for all \((h_1, h_2, h_3) \in \tau_0(u_0(t)) \ (t \in T)\) has nontrivial solutions and so \((x_0, u_0)\) is not \(\tau_0\)-regular. On the other hand, \(z \equiv 0\) is the only solution to the system
\[
\dot{z}(t) = 0, \quad z(t)(h_2 - h_3) \leq 0
\]
for all \((h_1, h_2, h_3) \in \tau_2(u_0(t)) \ (t \in T)\) which both \((0, 1, 0)\) and \((0, 0, 1)\) belong to \(\tau_2(u_0(t))\) implying that \(z(t) \leq 0\) and \(-z(t) \leq 0\) \((t \in T)\), so that \((x_0, u_0)\) is \(\tau_2\)-regular. Finally, the system
\[
\dot{z}(t) = 0, \quad z(t)(h_2 - h_3) \leq 0
\]
for all \((h_1, h_2, h_3) \in \tau_1(u_0(t), \mu(t)) \ (t \in T)\) has nontrivial solutions implying that \((x_0, u_0, \mu)\) is not \(\tau_1\)-regular.

Let \(v = (v_1, v_2, v_3) \equiv (1, 0, 0)\) and \(y \equiv 0\). Then \((y, v)\) solves \(\dot{g}(t) = v_2(t) - v_3(t) \ (t \in T)\), \(y(0) = y(1) = 0, v(t) \in \tau_0(u_0(t))\), and
\[
J(\((x_0, u_0, p, \mu); (y, v)\) = -2 < 0.
\]

The three previous examples deal with weakly normal solutions which yield negative second variations on \(\tau_2(u_0(t))\), \(\tau_1(u_0(t), \mu(t))\) and \(\tau_0(u_0(t))\) respectively. We end with a fourth example showing that a \(\tau_1\)-regular solution may yield a negative second variation on \(\tau_2(u_0(t))\).

**Example 4.4** Consider the problem of minimizing
\[
I(x, u) = \int_0^1 \{-\exp(-u_3(t))\} dt
\]
such that
\[
\dot{z}(t) = u_3(t) - u_1(t) + u_1^2(t)u_2(t) + 2 \ (t \in [0, 1]),
\]
\[
u_1(t) - u_3(t) + u_1^4(t)u_2(t) \leq 1,
\]
\[
u_3(t) - u_1(t) \leq -2, \quad -u_3(t) \leq 1 \ (t \in [0, 1]),
\]
and \(x(0) = 0, x(1) = -1\).

In this case \(T = [0, 1], n = 1, m = q = r = 3\), \(\xi_0 = 0, \xi_1 = -1\) and, for all \(t \in T, x \in \mathbb{R}, \) and \(u = (u_1, u_2, u_3)\),
\[
L(t, x, u) = -\exp(-u_3),
\]
\[
f(t, x, u) = u_3 - u_1 + u_1^2u_2 + 2,
\]
\[
\varphi_1(u) = -1 + u_1 - u_3 + u_1^8u_2,
\]
\[
\varphi_2(u) = 2 + u_3 - u_1, \quad \varphi_3(u) = u_1 - u_3.
\]

We have
\[
H(t, x, u, p, \mu) = p(u_3 - u_1 + u_1^2u_2 + 2) + \exp(-u_3) - \mu_1(-1 + u_1 - u_3 + u_1^8u_2) - \mu_2(2 + u_3 - u_1) - \mu_3(-1 - u_3)
\]
and so \(H_x(t, x, u, p, \mu) = 0\) and
\[
H_u(t, x, u, p, \mu) = (p(-1 + 2u_1u_2) - \mu_1(1 + 8u_1^7u_2)) + \mu_2u_1^2 - \mu_1u_1^8, p - \exp(-u_3) + \mu_1 - \mu_2 + \mu_3.
\]
Clearly \((x_0, u_0) \equiv (-1, 1, -1, -1)\) is a solution to the problem. Let \(p \equiv 0\) and set \(\mu = (\mu_1, \mu_2, \mu_3) \equiv (0, 0, e)\). Note that \((x_0, u_0, p, \mu) \in E\). Now,
\[
\varphi_1'(u) = (1 + 8u_1^7u_2, u_1^8, -1),
\]
\[
\varphi_2'(u) = (-1, 0, 1), \quad \varphi_3'(u) = (0, 0, -1).
\]

Therefore
\[
\tau_0(u_0(t)) = \{ h \in \mathbb{R}^3 \mid -7h_1 + h_2 - h_3 = 0, \}
\]
\[
-7h_1 + h_3 = 0, -h_3 = 0\},
\tau_1(u_0(t), \mu(t)) = \{ h \in \mathbb{R}^3 \mid -7h_1 + h_2 - h_3 \leq 0, \}
\]
\[
-7h_1 + h_3 \leq 0, -h_3 = 0\},
\tau_2(u_0(t)) = \{ h \in \mathbb{R}^3 \mid -7h_1 + h_2 - h_3 \leq 0, \}
\]
\[
-7h_1 + h_3 \leq 0, -h_3 \leq 0\}.
\]

Since
\[
f_x(t, x_0(t), u_0(t)) = 0,
\]
\[
f_u(t, x_0(t), u_0(t)) = (-3, 1, 1),
\]
z solves the system
\[
\dot{z}(t) = -A(t)z(t) = 0, \quad z(t)B(t)h \leq 0
\]
for all \(h \in \tau_1(u_0(t), \mu(t)) \ (t \in T)\) if and only if
\[
\tau \equiv c, \quad c(-3h_1 + h_2 + h_3) \leq 0, \quad -7h_1 + h_2 - h_3 \leq 0,
\]
\[
-7h_1 + h_2 - h_3 \leq 0, -h_3 \leq 0,
\]
Thus \( z \equiv 0 \) is the only solution to the system given above and hence \((x_0, u_0, \mu)\) is \( \tau_1 \)-regular.

Let \( v_1 = v_3 \equiv 1 \),

\[
v_2(t) := \begin{cases} 
3 & \text{if } t \in [0, 1/2] \\
1 & \text{if } t \in (1/2, 1]
\end{cases}
\]

\[
y(t) := \begin{cases} 
1 - t & \text{if } t \in [0, 1/2] \\
1 & \text{if } t \in [1/2, 1]
\end{cases}
\]

Set \( v = (v_1, v_2, v_3) \) and note that \((y, v)\) solves

\[
\dot{y}(t) = -3v_1(t) + v_2(t) + v_3(t) \quad (t \in T),
\]

\[
y(0) = y(1) = 0 \quad \text{and } v(t) \in \tau_2(u_0(t)).
\]

Moreover,

\[
J((x_0, u_0, p, \mu); (y, v)) = \int_0^1 -e v_3^2(t) dt = -e < 0.
\]

**IV. Conclusions**

In this paper we pose certain questions related to the nonnegativity of a quadratic form which occurs in optimal control problems with equality and/or inequality constraints in the control functions. In particular, the standard assumption of strong normality and other weaker assumptions are characterized in terms of certain convex cones.

These characterizations allow us to provide several examples of solutions to optimal control problems which yield negative second variations on some of those sets which form different critical directions. In all the examples, the solutions fail to be strongly normal but satisfy first order conditions with a positive cost multiplier together with some regularity assumptions. It is of interest to see if, in all cases, the strong normality assumption is fundamental in the derivation of second order conditions of this kind, and this paper illustrates the behaviour in some problems of regular solutions that fail to satisfy that assumption.
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