
 

 

  

Abstract—Predicting the next page to be visited by a web user 

with increasing accuracy have many important applications like 

caching and prefetching web pages to improve the speed of 

navigation or creating systems of recommendation to help users to 

find faster in the site what they are looking for. We have created a 

java program, using Net Beans IDE, that calculates the probability of 

visiting the pages using the page rank algorithm and counting links.  

For exemplification we used the NASA log file available online at 

http://ita.ee.lbl.gov/html/contrib/NASA-HTTP.html and a log file 

from a commercial web site http://www.nice-layouts.com. We 

applied to the entire data set of sessions the program and we obtained 

probabilities of visiting the pages. After that we applied the program 

only to the subset of sessions which contain the current page. For 

data obtained from log files of the NASA website was obtained an 

improvement in prediction in the sense of increasing the precentage 

from 19,75% to 32,5%. In the case of data obtained from the log files 

of the commercial site the improvements for the predictions was 

smaller from 74,66% to 77,77%. In the chapter with conclusions we 

present explanations for this differences of improvments obtained in 

those two cases.  

 

Keywords—Clickstream, Link counts, Page Rank, Prediction, 

Web logs.  

I. INTRODUCTION 

S more organizations rely on the Internet and World 

Wide Web to conduct their business, the traditional 

strategies and techniques for market analysis need to be 

revised in this context.  

Organizations often generate and collect large volumes of 

data in their daily operations. Most of this information is 

usually generated automatically by Web servers and collected 

in server access logs. Analyzing such data can help these 

organizations to determine the life time value of customers, 

cross marketing strategies across products, or effectiveness of 

promotional campaigns. Analysis of server access logs and 

user registration data can also provide valuable information on 

how to better structure a Web site in order to create a more 

effective presence for the organization. For organizations that 

sell advertising on the World Wide Web, analyzing user access 

patterns helps in targeting ads to specific groups of users. 
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A web site represents a set of interconnected web pages on 

the Web and is developed and maintained by a person or 

organization. While web sites constitute a medium for 

communication, publicity and commerce, Web Mining studies 

discover and analyze useful information from the Web [3]. 

Web mining methods are divided into three categories [10]:  

• Web content mining - extraction of predictive models and 

knowledge of the contents of Web pages;  

• Web structure mining - discovering useful knowledge from 

the structure of links between Web pages; 

• Web usage mining  - extraction of predictive models and 

knowledge from the use of Web resource by using log files 

analysis. 

Web Structure Mining (Web Mining Linkage) offers 

information about how different pages are linked together to 

form this huge web. Web Structure Mining finds hidden basic 

structures and uses hyperlinks for more web applications such 

as web search. 

There are now many commercial and freeware software 

packages that provide basic statistics about web sites, 

including number of page views, hits, traffic patterns by day-

of-week or hour-of-day, etc. These tools help ensure the 

correct operation of web sites (e.g., they may identify page not 

found errors) and can aid in identifying basic trends, such as 

traffic growth over time, or patterns such as differences 

between weekday and weekend traffic [6]. 

With growing pressure to make e-commerce sites more 

profitable, however, additional analyses are usually requested. 

Predicting the next page to be visited by a user of a website 

is an intensely studied research direction because of practical 

applications such as caching and prefetching pages to ensure 

high speed navigation and user recommendation systems that 

present to the user shortcuts to the pages with a high 

probability of visiting. 

Some systems has already been developed for this area: 

WebSIFT (that uses clustering, statistical analysis or 

association rules) WUM (that looks for association rules using 

some extension of SQL), or WebLogMiner (that combines 

OLAP and KDD). More information about web mining 

systems can be found at http://www.kdnuggets.com. 

The proposed new method can be used online because rank 

is based on pre-calculated tables, tables that can be updated at 

different times depending on the level of accessing the 

website, and requires low computing power. 

To further research we propose to find measures of 
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similarity between sessions in order to improve the prediction 

accuracy.  

II. DATA PREPROCESSING 

Log files are created by web servers and filled with 

information about user requests on a particular Web site. They 

may contain information about: domains, subdomains and host 

names; resources requested by the user, time of request, 

protocol used, errors returned by the server, the page size for 

successful requests. 

Because a successful analysis is based on accurate 

information and quality data, preprocessing plays an important 

role.  

 

Preparation of the data requires between 60 and 90% of the 

time necessary for data analysis and contribute to the success 

rate of 75-90% to the entire process of extracting knowledge 

[3]. 

For each IP or DNS determine user sessions. The log files 

have entries like these: 

199.72.81.55 - - [01/Jul/1995:00:00:01 -0400] "GET 

/history/apollo/ HTTP/1.0" 200 6245. 

As can be noticed above, each record in the file contain: IP, 

date and time, protocol, page views, error code, number of 

bytes transferred.  

In Fig. 1. is shown a part of a file with logs. This type of 

files represent the input for our program.  

 
Fig. 1. A text file with logs. 

 
Fig. 2. The table with logs entries.  

 

The program reads line by line the text file and use existing 

string handling functions in Java to split the row into variables 

and store them into a table.  

This will remove the elements that separates fields within a 

single log record, we remove ”--”,”-” ,”]”,”[” and quote. Using 

the method to separate strings, the following fields are saved in 

the database: remote host (IP or DNS address of your 
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computer), date and time, HTTP request, status code, the 

volume of bits transferred. When the user requests to view a 

Web page it results more records in the log file as there are 

loaded graphics and additional scripts to HTML file [12]. 

Since the main interest of clickstream  analysis is to extract 

patterns of user behavior, it makes no sense to include in the 

review pages that were not explicitly required by the user. In 

this respect, it will remove all entries with the type extensions: 

gif, GIF, JPEG, JPEG, JPG. There are four classes of status 

codes: success (200 series), redirect (300 series), failure (400 

series) and state error (500 series) [11]. The most common 

failure codes are 401 - identification failed, 403 - banned from 

a subdirectory and 404-file not found. All entries which have 

different series status code different from class 200 are 

removed. After removing irrelevant information is obtained the 

log files table that can be seen in Fig. 2.  

The steps needed for data preprocessing were presented in 

detail in [1].  

For every record we calculate the timestamp as the 

differences in seconds between DATE_TIME and a fixed 

value; in this case we choose as fixed value 

“01/JUL/1995:00:00:00”.  

We coded pages name for making easier to view the results. 

For sessions’ identification in the first case was considered 

that a user can not be stationed on a page more than 30 

minutes. This value is used in several previous studies, as can 

be seen in the work [2]. The current study intends to add an 

improvement in sessions’ identification by determining an 

average time of page visiting the sites for the visit duration 

determined by analysis of web site visit duration, data which 

can be found in the log files of the site.  

Thus, for each visited page, is calculated the visit duration, 

which is determined by the difference between two 

consecutive timestamps for the same user, which is identified 

by IP. For records of pages with the highest timestamp among 

those visited by a user is assigned a predefined value of our 

choice to 20,000 seconds. We calculate the average visit time 

for a page by the average of all the times spent on that page for 

all users. 

When calculating the average visiting time we don’t take 

into consideration the pages with the time less than 2 seconds 

and largest than 20,000 seconds.  

We present shortly those two algorithms used for session 

identification. 

For each page is given a session identification number 

Id_sesiune, and then it is checked after if the time is more than 

1800 seconds, in which case we switch to a new session by 

increasing with one the value of Id_sesiune. 

Model description : 

We consider the set of users’ IP by IP = {IP1, IP2, ..., IPn}. 

The crowd of pages visited by the user identified by IPk, PIPk 

= {PIPk1, PIPk2, ...} and TS_PIPki the timestamp of PIPki page. 

We note by ID_PIPki the session identification number 

assigned to  the page PIPki page and with ID the set of these 

IDs. 

The pseudo-code Algorithm 

For each IP IPk repeat 

If | PIPk |=1 then ID_PIPk1=max(ID)+1; 

Else ID_PIPk1=max(ID)+1; 

I=1; 

While (I<| PIPk |) repeat 

I=I+1; 

If TS_PIPki- TS_PIPki-1<1800 then ID_PIPki= ID_PIPki-1; 

Else ID_PIPki= ID_PIPki-1+1; 

In the case of algorithm that uses the average time it is 

proceeded in the same way. For each IP we  select the visited 

pages and sort them by timestamp. For each page it is given a 

sesion_Id and then we verify if the time visiting is great than 

300 seconds or more than twice the mean visiting time, in 

which case it is switched to a new session increasing by one 

the value  of session_Id. 

The pseudo-code Algorithm 

For each IP IPk repeat 

If | PIPk |=1 then ID_PIPk1=max(ID)+1; 

Else ID_PIPk1=max(ID)+1; 

I=1; 

While (I<| PIPk |) repeat 

I=I+1; 

ID_PIPki= ID_PIPki-1; 

TMAki = max( 2* TMki, 300); 

If TS_PIPki- TS_PIPki-1 > TMAki  then  

ID_PIPki= ID_PIPki-1+1; 

 
Fig. 3. The table with logs after preprocessing. 
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Where TMki is the average time spent by users on the page 

PIPki and TMAki is the time used in the modified algorithm 

instead of the fixed value of 1800 seconds. 

Introducing the value of 300 was necessary because in the 

case of some pages the average time is very low of orders of 

tens of seconds, which can negatively influences the sessions’ 

identification.  

We have removed double pages from sessions and we just 

kept for review sessions with more than 1 page views. 

The results obtained after preprocessing are in the form 

presented in Fig. 3. 

III. PAGE RANK ALGORITHM 

Page Rank algorithm was created in 1998 by Sergey Brin 

and Larry Page. Based on this algorithm works most 

successful Internet search engine, Google. Page Rank is rooted 

in social network analysis, it basically provide a ranking of 

each web page depending on how many links from other sites 

leading to that page. 

The key idea is to use the probability that a page is visited 

by a random surfer on the Web as an important factor for 

ranking search results. This probability is approximated by the 

so-called page rank, which is again computed iteratively. The 

popularity (or prestige) of a web page can be measured in 

terms of how often an average web user visits it. To estimate 

this we may use the metaphor of the “random web surfer,” who 

clicks on hyperlinks at random with uniform probability and 

thus implements the random walk on the web graph. Assume 

that page u links to uN  web pages and page v is one of them.  

Then once the web surfer is at page u, the probability of 

visiting page v will be uN/1 . This intuition suggests a more 

sophisticated scheme of propagation of prestige through the 

web links also involving the out-degree of the nodes. The idea 

is that the amount of prestige that page v receives from page u 

is uN/1  from the prestige of u. This is also the idea behind the 

web page ranking algorithm Page Rank [3]. 

It is assumed that we have n pages, each page containing a 

number Oi of links to other websites. Let A be the adjacency 

matrix associated to the web regarded as a directed graph G = 

(V, E) where pages are vertices and links between pages are 

arcs of the graph. 

Associated graph adjacency matrix will have elements 
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Starting with an initial probability vector and using an 

irreducible and aperiodic stochastic matrix, according to 

Ergodic Theorem of Markov chains it is obtained a convergent 

series of vectors of probabilities to a unique equilibrium state: 
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The probability vector obtained will give us rank web pages. 

To apply the Ergodic Theorem of Markov chains the 

adjacency matrix is transformed to meet conditions for 

irreducibility and aperiodicity.  

The formula: 

( ) ( ) ( )
( )
∑

∈

+−=
Eij jO

jP
ddiP

,

1 ,  (5) 

gives us the rank of page i, where P(i) is the rank of page i and 

d is a damping factor which takes values between 0 and 1. 

Pseudo code algorithm for calculating the rank of web pages 

is presented below 
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where e is the vector with all elements 1, ε  is the accuracy 

threshold and 
1

⋅  is the norm of the vector calculating by 

summing up its elements. 

IV. PRESENTATION OF METHOD AND RESULTS 

We used to predict the next page visited the Page Rank 

algorithm and counting links.  

We write the counting links matrix whose element on the 

position (i, j) is the total number of navigation from page i to 

page j. In order to apply Page Rank algorithm we transform 

this matrix by replacing the zeros with small value 1/(100n) 

where n is the number of pages of the web site and rescale the 

other values as the sums for every colums to be 1.  

We consider the current session a session in progress and 

current page is the page that the user is at the time. To improve 

the results we apply these methods only on sessions that 

contain the current page. From the all sessions we use about 

85% for the calculation of the probability of visiting the page 

and on the rest sessions we check the accuracy of results. 

For the first set of sessions we apply the Page Rank 

algorithm which provides us the ranks for pages from the 

websites. For each page we see on which pages user can 

navigate and using the rank of pages we calculate the 

probability of visiting them by dividing each rank  to the sum 

of ranks, respectively the number of links to the total number 

of links.  
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We implemented a program in Java using NetBeans IDE. 

It receives the log file in text format, write data for each 

session into a table, we code pages, calculated visiting time for 

each page, then calculates the average of each page visit, 

identify sessions, and apply Page Rank first on all chosen set 

of learning sessions and then only on the set of learning 

sessions that contain the current page obtaining the 

probabilities of visiting for first three more visited pages from 

where it can navigate from current page. 

For the NASA data set we obtained after preprocessing 

5138 sessions and we use 4486 for computing ranks and 652 

for checking accuracy of the method. For each page we save 

into a table the pages where it can navigate, pages with the 

highest probability of access obtained from the ranks of pages. 

In Fig. 4. the table presents a part of the withhold visitation 

probabilities. From page COD_PAGE it goes with PR1 

probability in page with CP_PR1 code, it goes with PR2 

probability in page with CP_PR2 code and in page with 

CP_PR3 code with PR3 probability, PR means the probability 

obtained by applying Page Rank algorithm, R means the Rank 

of the page and CP stands from Page Code. In the same way, 

from page COD_PAGE it goes with PL1 probability in page 

with CP_PL1 code, it goes with PL2 probability in page with 

CP_PL2 code and in page with CP_PL3 code with PL3 

probability, PL means the probability obtained using counting 

links. 

So, using counting links, from the page 1 it could go to the 

page 222 with probability 63.31%, to page 294 with 

probability 28.18% or to the page 169 with probability 8.5% 

and using Page Rankit could go to the page 222 with 

probability 57.5%, as we can see in Fig. 4. 

 
Fig. 4. Table with visiting probabilities obtained from the set of all sessions (NASA). 

 

The 652 sessions that were used to verify results have in 

total 3501 pairs of pages. From all of these, as can be seen in 

Tab. 1., 292 are verified by the highest ranking page, 186 page 

second page rank and 215 at the third rank. The last two 

columns from the table represent the sum of the first two 

columns and the sum of the first three columns.  

pr1 pr2 pr3 pr 1+2 pr 1+2+3 

292 186 215 478 693 

pl1  pl2 pl3 pl 1+2 pl 1+2+3 

288 194 206 482 688 

Tab. 1. Number of correct prediction when we use entire set of 

sessions (NASA). 

Next, we use for each page in order to calculate ranks only 

sessions containing that page. Some of the ranks obtained can 

be seen in Fig. 5. 

From the pages used to check the results, in the case of 

modified method, we obtained data from Tab. 2. which are 

better than those from Tab. 1. 

pr1 pr2 pr3 pr 1+2 pr 1+2+3 

516 320 303 836 1139 

pl1  pl2 pl3 pl 1+2 pl 1+2+3 

521 396 261 917 1178 

Tab. 2. Number of correct prediction when we use only 

session that contain current page (NASA).

 
Fig. 5. Table with visiting probabilities obtained from the set of sessions that contain current page (NASA). 

 

Using the probability that the next visited is among the three pages indicated from the program was 19.8% when we used all 
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sessions and 32.5% when in the calculations we used only 

sessions containing the current page. For data set from the 

commercial site after preprocessing we get 386 session from 

which we use 262 for the calculation of ranks and 124 sessions 

to check the results. The 124 sessions that were used to verify 

results have in total 450 pairs of pages. 

 
Fig. 6. Table with visiting probabilities obtained from the set of all sessions (Nice-Layouts). 

 

Fig. 6. present some of the probabilities obtained after 

running the program for all sessions and Fig. 7. the results 

obtained with the method proposed by us.  

Using these probabilities to verify predictions results 

presented in Tab. 3. and Tab. 4 . are obtained. 

pr1 pr2 pr3 pr 1+2 pr 1+2+3 

164 108 64 272 336 

pl1  pl2 pl3 pl 1+2 pl 1+2+3 

161 111 69 272 341 

Tab. 3. Number of correct prediction when we use entire 

set of sessions (Nice-Layouts). 

pr1 pr2 pr3 pr 1+2 pr 1+2+3 

159 118 73 277 350 

pl1  pl2 pl3 pl 1+2 pl 1+2+3 

164 114 71 278 349 

Tab. 4. Number of correct prediction when we use only 

session that contain current page (Nice-Layouts). 

Tab. 3. present the results of predictions obtained 

considering all sessions and Tab. 4. Present the results 

obtained when applied the method proposed by us. Note that 

in this case the results obtained with modified method show an 

increasing for the prediction from 74,66% to 77,77%.  

 

 
Fig. 7. Table with visiting probabilities obtained from the set of sessions that contain current page (Nice-Layouts). 

 

In the case of commercial data set the probability that the 

next page visited to be among the three results obtained from 

running the program ranged between 70% and 80% for all 

cases in which it was tested using a different number of 

sessions for learning part and the prediction one. 

The fact that some pages are missing from Fig. 6. and Fig. 

7. is because these pages have no links to other pages. 
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V. CONCLUSIONS 

The method presented can be used online for prediction, 

recommendation and preload pages as the ranks are saved in 

tables and can be easily accessed in real time updating of these 

tables is only required from time to time depending on the use 

of the site. The method presented is very simple to implement 

and easy to use and the results obtained allow us to 

recommend it both for large and small websites. 

We presented two examples because  the results obtained 

with our method were spectacular on NASA logs being 

doubled the number of correct predictions while in the case of 

the second example using the modified results have not led to 

major improvement. We sought explanations for this 

“anomaly“. We found that the explanation lies in the number 

of pages to which you can navigate from one page. If in the 

commercial site number of pages to which you can navigate 

from one page is quite small rarely exceeding 10, in NASA 

site many pages contain links to many other frequently exceed 

10 pages. Because we took into account only the first 3 ranks 

pages many other pages have remained outside. 

In the case of the data set extracted from the log file of 

NASA from 508 pages 308 of them can navigate to more than 

3 pages. In Fig. 8. we presented some of the pages from which 

you can navigate to more than three pages, for example from 

page 1 we can navigate to other 9 pages which means that of 

these six can’t be covered with the method presented because 

it retains only the first 3 most visited pages of the 9. 

 
Fig. 8. Pages from NASA web site from which we can 

navigate to more than three pages. 

For the data set obtained from log files of the commercial 

site from 482 pages only 102 of them can navigate to more 

than 3 pages. 

As shown in Fig. 9. for pages from which it navigates to 

more than 3 pages, the pages that are not covered by the 

presented method are lesser than in the other case. After 

counting these pages we get that in the NASA case we have 

4460 different pairs and in the other case just 250 pairs of 

distinct pages that are not covered by the method. 

The conclusion is that to obtain an improved prediction 

must take into account the structure of the site.  

 
Fig. 9. Pages from Nice-Layouts web site from which we 

can navigate to more than three pages. 

From Table 1, 2, 3 and 4 we observe that the two methods 

considered counting links and Page Rank have very close 

results which allows us to recommend the use of counting links 

because it requires less computing power than the application 

of page rank algorithm. 

In the performed analysis the time was only used during the 

identification of sessions. For improved results in future 

research we will take into account the order in which pages 

appear in the session and how long the current user staied on 

the visited pages before the current page. 
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