
 
Abstract—. One of fundamental challenges of clustering is how 

to evaluate results, without auxiliary information. A common 
approach for evaluation of clustering results is to use validity 
indexes. Clustering validity approaches can use three criteria: 
External criteria (evaluate the result with respect to a pre-specified 
structure), internal criteria (evaluate the result with respect a 
information intrinsic to the data alone).  Consequently, different types 
of indexes are used to solve different types of problems and indexes 
selection depends on the kind of available information. That is why in 
this paper we show a comparison between external and internal 
indexes. Results obtained in this study indicate that internal indexes 
are more accurate in group determining in a given clustering 
structure. Six internal indexes were used in this study: BIC, CH, DB, 
SIL, NIVA and DUNN and four external indexes (F-measure, 
NMIMeasure, Entropy, Purity). The clusters that were used were 
obtained through clustering algorithms K-means and Bissecting-K-
means. 
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I. INTRODUCTION 
HE purpose of clustering is to determine the intrinsic 
grouping in a set of unlabeled data, where the objects in 

each group are indistinguishable under some criterion of 
similarity. Clustering is an unsupervised classification process 
fundamental to data mining (one of the most important tasks 
in data analysis). It has applications in several fields like 
bioinformatics [14], web data analysis [13], text mining [17] 
and scientific data exploration [1]. Clustering refers to 
unsupervised learning and, for that reason it has no a priori 
data set information. However, to get good results, the 
clustering algorithm depends on input parameters. For 
instance, k-means [16] and CURE [15] algorithms require a 
number of clusters (k) to be created. In this sense, the question 
is: What is the optimal number of clusters? Currently, cluster 
validity indexes research has drawn attention as a means to 
give a solution [7]. Many different cluster validity methods 
have been proposed [8] [10] without any a priori class 
information. 

Clustering validation is a technique to find a set of clusters 
that best fits natural partitions (number of clusters) without 
any class information.  

Generally speaking, there are two types of clustering 
techniques [18], which are based on external criteria and 

 
 

internal criteria.  
• External validation: Based on previous knowledge 

about data. 
• Internal validation: Based on the information intrinsic 

to the data alone. 
   
If we consider these two types of cluster validation to 

determine the correct number of groups from a dataset, one 
option is to use external validation indexes for which a priori 
knowledge of dataset information is required, but it is hard to 
say if they can be used in real problems (usually, real 
problems do not have prior information of the dataset in 
question). Another option is to use internal validity indexes 
which do not require a priori information from dataset. 

In the literature we can find different  external and internal 
indexes, each approach has clear scope, in this paper we 
present a comparative study between these two approaches, 
analyzing four external indexes (the most referenced in 
literature):F-measure[19], NMIMeasure [20], Entropy[21], 
Purity and five  internal indexes: BIC, CH, DB, SIL, DUNN 
[22]-[24],[6],[2]. We used K-means Bisecting K-means 
clustering algorithms to generate clusters.  

   The rest of the paper is organized as follows: section 2 
presents surveys of related works. Section 3 offers a light 
analysis about some index validation. Section 4 contains 
details about clustering algorithms used. Section 5 presents the 
study comparative; results obtained and discuss some findings 
from these results. Finally, we conclude by briefly showing 
our contributions and further works. 

II.  PREVIOUS WORKS  
 

Almost every clustering algorithm depends on the 
characteristics of the dataset and on the input parameters. 
Incorrect input parameters may lead to clusters that deviate 
from those in the dataset. In order to determine the input 
parameters that lead to clusters that best fit a given dataset, we 
need reliable guidelines to evaluate the clusters; clustering 
validity indexes have been recently employed. In general, 
clustering validity indexes are usually defined by combining 
compactness and separability. 

1.- Compactness: This measures closeness of cluster 
elements. A common measure of compactness is variance. 

 
2.- Separability: This indicates how distinct two clusters 

are. It computes the distance between two different clusters. 
The distance between representative objects of two clusters is 

 Internal versus External cluster validation 
indexes  

.Eréndira Rendón,  Itzel Abundez, Alejandra Arizmendi  and Elvia  M. Quiroz.   

T 

INTERNATIONAL JOURNAL OF COMPUTERS AND COMMUNICATIONS Issue 1, Volume 5, 2011

27



a good example. This measure has been widely used due to its 
computational efficiency and effectiveness for hypersphere-
shaped clusters.  

 
There are three approaches to study cluster validity [11]. 

The first is based on external criteria. This implies that we 
evaluate the results of a clustering algorithm based on a pre-
specified structure, which is imposed on a dataset, i.e. external 
information that is not contained in the dataset. The second 
approach is based on internal criteria. We may evaluate the 
results of a clustering algorithm using information that 
involves the vectors of the datasets themselves. Internal 
criteria can roughly be subdivided into two groups: the one 
that assesses the fit between the data and the expected 
structure and others that focus on the stability of the solution 
[25]. The third approach of clustering validity is based on 
relative criteria, which consists of evaluating the results 
(clustering structure) by comparing them with other clustering 
schemes. 

 
In recent times, many indexes have been proposed in the 

literature, which are used to measure the fitness of the 
partitions produced by clustering algorithm [2],[27]. The Dunn 
index [2] measures the ratio between the smallest cluster 
distance and the largest intra-cluster in a partitioning; several 
variations of Dunn have been proposed [4][5]. DB measures 
the average similarity between each cluster and the one that 
most resembles it. [6]. The SD index [7] is defined based on 
the concepts of the average scattering for clustering and total 
separation among clusters. The S_Dbw index is very similar to 
SD index; this index measures the intra-cluster variance and 
inter-cluster variance. The index PS [8] uses  nonmetric 
distance based on the concept of point symmetry [9], and 
measures the total average symmetry with respect to the 
cluster centers.  Chow [10] proposes the CS index which 
obtains good clustering results when the densities and sizes are 
different, but its computational cost is elevated. The BIC index 
is derived from Bayes’s theorem [22], and is used to determine 
which probability-based mixture is the most appropriate.  
Silhouette clustering structure quality; taking into account 
group compactness, separation between groups. On the other 
hand, external measures include Entropy, Purity, NMIMeasure 
and F-Measure. 

III. ANALYSIS OF INDEXES  
If In this section, we offer an overview of internal and 

external validity indexes that were used in our study.  
 

A.  Internal validity indexes 
 

• Bic  index 
 

The Bayesian information criterion (BIC) [22] is devised to 
avoid overfitting, and is defined as:  

 
𝐵𝐼𝐶 = − ln(𝐿) + 𝑣𝑙𝑛(𝑛) 

 
Where 𝑛 is the number of objects, 𝐿 is the likelihood of the 

parameters to generate the data in the model, and 𝑣 is the 
number of free parameters in the Gaussian model. The BIC 
index takes into account both fit of the model to the data and 
the complexity of the model. A model that has a smaller BIC 
is better. 

  
 

• Calinski-Harabasz index 
 
This index is computed by  
 

𝐶𝐻 =
𝑡𝑟𝑎𝑐𝑒(𝑆𝐵)
𝑡𝑟𝑎𝑐𝑒(𝑆𝑤) ∙

𝑛𝑝 − 1
𝑛𝑝 − 𝑘 

 
Where (𝑆𝐵) is the between-cluster scatter matrix, (𝑆𝑤) the 

internal scatter matrix, 𝑛𝑝 the number of clustered samples, 
and  𝑘 the number of clusters.  

 
• Davies-Bouldin index (DB) 

 
This index aim to identify sets of clusters that are compact 

and well separated. The Davies-Bouldin index is defined as: 
 

𝐵𝐷 =  
1
𝑐
�𝑀𝑎𝑥𝑖≠𝑗  �

𝑑(𝑋𝑖) + 𝑑�𝑋𝑗�
𝑑�𝑐𝑖 , 𝑐𝑗�

 �
𝑐

𝑖=1

 

 
Were 𝑐 denotes the number of clusters, 𝑖, 𝑗 are cluster 

labels, then 𝑑(𝑋𝑖) and 𝑑�𝑋𝑗� are all samples in clusters 𝑖 and 𝑗 
to their respective cluster centroids,  𝑑�𝑐𝑖 , 𝑐𝑗� is the distance 
between these centroid. Smaller value of 𝐷𝐵 indicates a 
“better” clustering solution. 

 
•  Silhouette index 

 
For a given cluster, 𝑋𝑗(𝑗 = 1, . . 𝑐), the silhouette technique 

assigns to the 𝑖𝑡ℎ sample of 𝑋𝑗  a quality measure, 𝑠(𝑖) =
(𝑖 = 1, …𝑚), known as the silhouette width. This value is a 
confidence indicator on the membership of the 𝑖𝑡ℎ sample in 
the cluster   𝑋𝑗  and it is defined a defined as:  

𝑠(𝑖) =
�𝑏(𝑖) − 𝑎(𝑖)�
𝑀𝑎𝑥{𝑎(𝑖), 𝑏(𝑖)} 

Were 𝑎(𝑖) is the average distance between the 𝑖𝑡ℎ sample 
and all of samples included in  𝑋𝑗  ; 𝑏(𝑖) is the minimum 
average distance between the 𝑖𝑡 𝑠ℎ and all of the samples 
clustered in 𝑋𝑘(𝑘 = 1, . . 𝑐;𝑘 ≠ 𝑗) 

  
•  Dunn index 

 
Dunn index is defined as: 

𝐷𝑢𝑛𝑛 = 𝑚𝑖𝑛1≤𝑖≤𝑐 �𝑚𝑖𝑛 �
𝑑�𝑐𝑖,𝑐𝑗�

𝑚𝑎𝑥1≤𝑘≤𝑐�𝑑(𝑋𝑘)�
��  
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Were 𝑑�𝑐𝑖 , 𝑐𝑗� defines the intercluster distance between 
cluster 𝑋𝑖  and 𝑋𝑗 ;  𝑑(𝑋𝑘) represents the intracluster distance 
of cluster (𝑋𝑘) and  𝑐 is the number of cluster of dataset. 
Large values of index Dunn correspond to good clustering 
solution.  

 
•  NIVA  index 

 
In this section, we describe a novel validity index called 

NIVA [26]. 
We first need to introduce the basic principles.  

Consider a partition of the data set { }Nici ,..,1|C    ==  

and the center of each cluster ),...,2,1( Nivi = , where  N  is 
the number cluster from C . 

 
The cluster validity index NIVA works in two stages:  
 

First stage:  known as local evaluation, it carries out a sub- 

clustering of objects belonging to clusters ic , obtaining il   
groups. 

 Second stage: consists of calculating the NIVA index of 
partition C . Thus, the NIVA validation index is defined as 
follows: 
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The smaller value )(CNIVA  indicates that a valid optimal 
partition to the different given partitions was found. 
 

B.  External validity indexes 
 

• F-measure 
 
Combines the precision and recall concepts from 

information retrival.  We then calculate the recall and 
precision of that cluster for each class as: 

𝑅𝑒𝑐𝑎𝑙𝑙(𝑖, 𝑗) =
𝑛𝑖𝑗
𝑛𝑖

 

And 
                          𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑖, 𝑗) =

𝑛𝑖𝑗
𝑛𝑗

  

 
Were 𝑛𝑖𝑗  is the number of objects of class 𝑖 that are in 

cluster 𝑗, 𝑛𝑗  is the number of objects in cluster 𝑗, and 𝑛𝑖, is the 
number of objects in class 𝑖. The 𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 of cluster 𝑗 
and class 𝑖 is given by the following equation: 

𝐹(𝑖, 𝑗) =
2𝑅𝑒𝑐𝑎𝑙𝑙(𝑖, 𝑗)𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑖, 𝑗)
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑖, 𝑗) + 𝑅𝑒𝑐𝑎𝑙𝑙(𝑖, 𝑗) 

The 𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 values are within the interval [0,1] and 
larger values indicate higher clustering quality. 

 
•  Nmimeasure  
 

Is called Normalized Mutual Information (NMI).  The NMI 
of two labeled objects can be measured as: 

𝑁𝑀𝐼(𝑋,𝑌) =
𝐼(𝑋,𝑌)

�𝐻(𝑋)𝐻(𝑌)
 

 
Where, 𝐼(𝑋,𝑌)  denotes the mutual information between 

two random variables 𝑋 and 𝑌 and 𝐻(𝑋) denotes the entropy 
of  𝑋,𝑋 will be consensus clustering while 𝑌 will be the true 
labels. 

 
•  Purity 
 

Purity is very similar to entropy. We calculate the purity of 
a set of clusters. First, we cancel the purity in each cluster. For 
each cluster, we have the purity 𝑃𝑗 = 1

𝑛𝑗
𝑀𝑎𝑥𝑖�𝑛𝑗𝑖� is the 

number of objects in 𝑗 with class label 𝑖. In other words, 𝑃𝑗  is  
a fraction of the overall cluster size that the largest class of 
objects assigned to that cluster represents. The overall purity 
of the clustering solution is obtained as a weighted sum of the 
individual cluster purities and given as: 

𝑃𝑢𝑟𝑖𝑡𝑦 = �
𝑛𝑗
𝑛 𝑃𝑗

𝑚

𝑗=1

 

Were 𝑛𝑗  is the size of cluster 𝑗, 𝑚 is the number of clusters, 
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and 𝑛 is the total number of objects. 
  

• Entropy 
Entropy measures the purity of the clusters class labels. 

Thus, if all clusters consist of objects with only a single class 
label, the entropy is 0. However, as the class labels of objects 
in a cluster become more varied, the entropy increases. To 
compute the entropy of a dataset, we need to calculate the 
class distribution of the objects in each cluster as follows: 

𝐸𝑗=�𝑝𝑖𝑗
𝑖

log (𝑝𝑖𝑗) 

 
Where the sum is taken over all classes. The total entropy 

for a set of clusters is calculated as the weighted sum of the 
entropies of all clusters, as shown in the next equation 

 
        𝐸 = ∑ 𝑛𝑗

𝑛
𝐸𝑗𝑚

𝑗=1       
 
Were 𝑛𝑗  is the size of cluster 𝑗, 𝑚 is the number of clusters, 

and 𝑛 is the total number of data points. 
 

IV. K-MEANS AND BISECTING K-MEANS ALGORITHMS  
 

A.  K-means clustering 
 

 K-means is a popular nonhierarchical clustering technique. 
In this case the k representative objects are called centroids. 
K-means is an iterative algorithm, and its basic idea is to start 
with an initial partition and assign objects to clusters so that 
the squared error decreases. The algorithm follows simple 
ways to classify a given data set into k clusters fixed a priori. 

The algorithm proceeds as follows: 
 

1. Select an initial k clusters centroid.  
 

2. Assign each object to its closest cluster centroid. That 
generates a new partition.  

3. Compute the centroid of the new partition.  
4. Repeat steps 2, and 3 until convergence is obtained.  

Typical convergence criteria are: no reassignment of 
patterns to new cluster centers, or minimal decrease in 
squared error. 

5. Repeat steps 2 and 3 until convergence is obtained.   
 

B.  Bisecting K-means Algorithm  
 
The bisecting K-means algorithm [11].  Begins with a 

single cluster of all dataset and works as follows: 
1. Pick a cluster to split. 

2. Find two sub-clusters using the basic K-means algorithm. 
3. Repeat step 2, the bisecting step, for a fixed number of 
times and take the split that produces the clustering with the 
highest overall similarity.(for each cluster, its similarity is the 

average pairwise objects similarity), and we seek to minimize 
that sum over all clusters number  clusters.  

4. Repeat steps 1, 2 and 3 until the desired number of 
clusters is reached. 

 

V. STUDY COMPARATIVE  
 

In this section, we show experimentally tested using the K-
means and Bisecting K-means algorithms. We used 12 
synthetic data sets (see Tables 5 and 6) y Cmc. These data sets 
were used by Maria Halkidi [7] and Chien-Hsing Chou 
[8][10].   

 
To find the best partition, we have used the K-means and 

Bisecting K-means algorithms with its input parameters (K) 
ranging between 2 and 8. Table 1 presents a summary of the 
tests carried out in the datasets that were clustered with the K-
means Bisecting algorithm, using internal clustering validity 
indexes; from there we can see that DB, SIL and DUNN 
indexes identified the correct number of groups in 11 of the 
trials, and CH index gave wrong results in datasets 2, 8 and 
Cmc. BIC index gave wrong results in datasets 2, 7, 8, 12 and 
Cmc. Additionally, none of the indexes identified the correct 
number of clusters of the datasets 2 and 8. Table 2 presents a 
summary of the tests carried out in the datasets that were 
clustered with the Bisecting K-means algorithm, using 
external cluster validity indexes; from where we can see that 
the F-measure index correctly identified the number of groups 
in all trials and Entropy only gave correct results in Dataset6. 
In conclusion, from these tests it can be said that internal 
validity indexes are more accurate in the identification of 
correct group numbers in clusters formed with the Bissection 
K-means algorithm. DB and SIL indexes gave out better 
results (see table 3) when K-means algorithm and internal 
validity indexes were used; accurate results were obtained in 
11 out of 13 trials. The CH index was accurate in 10 out of 13 
trials and BIC DUNN was accurate in 9 out of 13 trials. When 
the K-means algorithm and external validity indexes were 
used (see table 4), the F-measure and NMIMeasure indexes 
gave correct results in 10 out of 13 trials and Entropy was 
accurate only in 3 out of 13 trials. 

As mentioned earlier, internal validity indexes do not 
require a priori information about the dataset in question and, 
in spite of that, are the most accurate. 
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Table  1. Overview of the results obtained with internal 
validity indexes applied to the Bissection K-means 
algorithm. 

 

 
Table 2. Overview of the results obtained with external 
validity indexes applied to the Bissection K-means 
algorithm. 

 

 
 
 
 

 
 

Table 3. Overview of the results obtained with internal 
validity indexes applied to the K-means algorithm. 

 

 
 
Table 4. Overview of the results obtained with external 

validity indexes applied to the K-means algorithm. 
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Table 5. Data sets synthetics 
 

 
(a) DataSet 1 
 
 

 
(b) DataSet 2 
 

 
(c) DataSet 3 
 

 
(d) DataSet 4 
 
 
 
 

 
 
 
 

 
(e) DataSet 5 

 

 
(f) DataSet 6 

 
(g) DataSet 7 

 
(h) DataSet 8 
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Table 6. Data sets synthetics  
 

 
(a) DataSet 9 

 

 
(b) DataSet 10 

 
(c)DataSet 11 

 

 
(d) DataSet 12 

 

 
 

VI.  CONCLUSIONS AND FURTHER WORKS 
 
This paper presents a comparison between two clustering 

validity index approaches, internal and external; carrying out 
analyses of four external indexes and four internal indexes. 13 
datasets were used, which were clustered using the K-means 
and Bissection K-means algorithms. Each dataset was 
clustered with different K values (K= 1,….,8  groups). Out of 
65 (13*5) cases where the results of the Bissection K-means  
algorithm using internal indexes, correct group numbers were 
obtained 86% of the time, and in 51.9% when external indexes 
(13*4) were used. When clusters of the K-means algorithm 
were clustered using internal indexes, 76.9% of accuracy was 
obtained; and 61.5% with external indexes. From which we 
can infer that internal indexes are more precise in real group 
number determination than external indexes, or at least with 
the used datasets. NIVA index that was less wrong, only 
mistake in a dataset (dataset 13). 
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