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Abstract: Clustering is an approach of data mining, which helps 

us to find the underlying hidden structure in the dataset. K-

means is a clustering method which usages distance functions to 

find the similarities or dissimilarities between the instances. 

DBSCAN is a clustering algorithm, which discovers the arbitrary 

shapes & sizes of clusters from huge volume of using spatial 

density method. These two approaches of clustering are the 

classical methods for efficient clustering but underperform when 

the data is updated frequently in the databases so, the 

incremental or gradual clustering approaches are always 

preferred in this environment. In this paper, an incremental 

approach for clustering is introduced using K-means and 

DBSCAN to handle the new datasets dynamically updated in the 

database in an interval. 

Keywords: Clustering, Incremental Clustering, K-means, 

DBSCAN, Large Data  

I. INTRODUCTION 

Extensive use of data collecting devices in different areas 

forces data storage systems to update dynamically in a 

certain time interval. This creates large amount of data with 

many analysis issues, needs researchers attention for 

creating enhanced data mining techniques. Clustering [1][6] 

is one of the data mining techniques [32] which can be 

applied on the new dataset to find and optimize the structure 

within the data. Incremental Clustering [4][5] is relatively 

new area of research to handle the new data updated 

frequently in the databases. 

Many clustering approaches have been proposed for limiting 

the search space and building or updating arbitrary shaped 

clusters in large incremented datasets, out of which 

Incremental DBSCAN [4][5] and  Incremental K-

means[7][8] are two very useful and popular clustering 

techniques suitable for large dynamic datasets such as IOT 

dataset, sensor dataset, etc. The performance of the 

incremental K-means and incremental DBSCAN are 

different with each other. Both algorithms are efficient 

compare to their existing algorithms with reference to time, 

cost and other aspects.  This paper introduces the 

incremental variant of these two clustering methods for large 

datasets. In this paper data is divided in to multiple subsets 

so that we can computationally check feasibility with all 

possible subsets and hence data objects are divided into non 

overlapping clusters so that each and every object is fixed in 

exactly in one subset. 

 

II. RELATED WORK 

Many attempts have been done for clustering of dynamic 

datasets to limit the search space, find the initial cluster 

centroid and to update the arbitrary shaped clusters.  

A DBSCAN based incremental density-based clustering 

method was proposed by [4] using three steps namely 

sorting, region query for each marked data point and 

merging on the clusters to identifies the correct number of 

clusters in a dataset.  An incremental DBSCAN based 

technique was Introduced by [5] for incrementally building 

and updating clusters in the dataset by incrementally 

partitioning the dataset to reduce the search space of the 

neighbourhood to one partition in place whole dataset 

scan. The problem of converge at a local minimum in 

respect of K-means has been addressed by  [7] by 

employing an incremental K-means  method with jumping 

technique on artificial and real datasets which  enables 

cluster centres to move in such an efficient way that causes 

reducing the overall cluster distortion. So that it decreases 

the dependency on initialization of clusters centres. A 

Comparative analysis of the performance of both K-means 

and   incremental K-means is performed by [8] to 

investigate that K-means is suitable with static data 

whereas its counterpart is found best alias with dataset of 

incremental nature. A study of recent development in 

incremental clustering techniques were carried out by [9] 

emphasized representative algorithms, such as Single-Pass 

Clustering, Suffix Tree Clustering and ICIB  after  

compared their clustering quality and features. A detailed 

behavioural study of K-means and Incremental K-means 

has been carried out by [10] to describe the pitfalls of 

standard K-means algorithm after analysing the distance 

with threshold limit and  group the object into existing 

cluster or form a new cluster with that object by presuming 

synthetic dataset. [11] Proposed a feature based 

incremental method for clustering the incremental data 

points by employing K-means clustering algorithm on 

numeric dataset where Set of Data points have been 

processed followed by merging of closest pair of clusters 

based on mean value. The problem of initial starting 

condition effect has been addressed by [12] by defining 

degree of neighbourhood object in respect of coupling and 

cohesion using neighbourhood-based rough set model. A 

method based on K-means have been explored by  [13] by 

emphasizing no need of  predicting of input cluster K in 

advance.[14] investigated a method based on  K-means 

employing  Euclidian distance and Cosine distance 

functions. An incremental method based on K-means 

investigated by [15] to determine threshold value as a 

centroid and Similar or dissimilar Groups of cluster will 

get created on the basis of Euclidian distance. [16] 

Investigated a method in periodic incremental environment 

based on grid and density that deals with dynamic update   

by decreasing the number of region query. The problems 

in K-means specially inconsistent behaviour under the 

same initial conditions and its passive attitude towards 

large datasets were deeply elaborated by [17] and 

implemented MapReduce to quickly analyse large datasets 

and determine good initial seeding in less time. In 2015  a 

comparative study of four popular clustering algorithms  

K-Means, Bisecting K-Means, Fuzzy C Means and 

Genetic K-Means was carried out by [18] to  investigate  
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that  the performance of  Fuzzy C Means technique is 

better than other two counterparts and  Genetic K-Means 

outperforms with others as because it searches for the 

global optima with respect to  diversified datasets. G. R. 

Kingsy, et al., in 2016 [19] proposed a method based on  

enhanced K-Means clustering to analyse the air pollution 

data and analyse  comparative study of both K-Means and 

Possibility Fuzzy C-Means(PFCM).  The air quality Index 

and pollutant dataset is monitored by correlation 

coefficient. [20] have introduced an incremental method 

on synthetic data based on IDBSCAN to dynamically  

partitions the dataset  and reduce the search space to each 

partition instead of scanning the whole dataset and detect 

arbitrary shaped clusters where clusters are defined as 

dense regions separated by low density regions. A density-

based clustering algorithm was developed by [3] for 

discovering clusters in large spatial databases with noise to 

find density based clusters of data points in a region.  Mai, 

et al. in 2020 [21] have introduced a unique parallel 

incremental data clustering approach IncAnyDBC to 

effectively update clustering results in the environment 

where data changes frequently. An efficient framework 

was proposed by [22]  to cluster previous summaries with 

new data for predicting the summaries of previous data 

directly from data distribution through supervised learning. 

[23] Developed an ISIF algorithm and   proves that the 

incremental filter based on given approach can effectively 

detect spam images with high accuracy along with low 

false positive rate. [24] In 2020 introduced incremental 

clustering methods perform significantly better in terms of 

linkage quality when compared with greedy mapping. An 

incremental approach based on DBSCAN introduced 

by[25] by underlying  suitable fitness functions for both 

labelled and unlabelled datasets and suggested method to 

improve the efficiency by parallelization of the 

optimization process. Baydoun at al. in 2016[37] proposed 

a method to apply enhanced parallel implementation of the 

K-Means clustering algorithm.[27]  developed  an 

incremental approach that measure the new cluster centres 

by directly computes the new data from the means of the 

existing clusters instead of rerunning the K-means 

algorithm. [28] Proposes an enhanced version of the 

incremental DBSCAN algorithm for incrementally 

building and updating arbitrarily shaped clusters in 

extensive datasets. An incremental method based on 

DBSCAN was proposed by [29] to cluster the trajectories 

of moving objects of varying sizes and shapes. [30] 

Proposes an incremental DBSCAN, which is fused with a 

suitable noise removal and outlier detection technique 

inspired by the box plot method. [31] Proposed a method 

based on DBSCAN using incremental clustering called 

AMF(Adaptive Median Filtering )-IDBSCAN which 

builds incrementally the clusters of different shapes and 

sizes in large datasets and eliminates the presence of noise 

and outliers.[34] introduced a hybrid framework for air 

quality prediction based on  K-Means clustering and deep 

neural network. 

III. PROPOSED INCREMENTAL CLUSTERING 

APPROACH 

In this paper incremental variant of K-means and DBSCAN 

clustering algorithms are introduced. Density-based 

clustering techniques designated to find clusters based on 

density of data points in a region. Objects in these sparse 

areas - that are required to separate clusters - are usually 

considered to be noise and border points. Major features of 

Density Based Spatial Clustering Methods are as follows 

[3]: 

Pros: 

(a) It can handle noise efficiently.  

(b) It clusters of different shapes and sizes. 

(c) It is faster.  

(d) There is no need to define number of clusters in 

advance.  

Cons:  

a) Varying densities  

b) It has some difficulties in distinguishing separated 

clusters if they are located too close to each other, even 

though they have different densities.  

Many researchers have attempted to overcome certain 

deficiencies in the original DBSCAN like identifying 

patterns within datasets of varied densities and its high 

computational complexity. Hence, a number of augmented 

forms of DBSCAN algorithm are available.  

A. Incremental Dbscan 

DBSCAN does not require the number of clusters as a 

parameter. Rather it infers the number of clusters based on 

the data, and it can discover clusters of arbitrary shape. The 

ɛ-neighborhood is fundamental to DBSCAN to approximate 

local density, so the algorithm has two parameters: 

Step. Ɛ: The radius of our neighborhoods nearby a data 

point x. 

Step. min[x]: The minimum number of data points in a 

neighborhood to define a cluster. 

DBSCAN clusters the data points using these two 

parameters, into three categories: 

Core records: An entity x is a core record if f(x, ɛ) [ɛ-

neighborhood of x] contains min[x]; |f(x, ɛ)| >= min[x]. 

Edge Records: An entity *y is an edge record if g(y, ɛ) 

contains less than min[x] data points, but y is reachable 

from some core records x. 

Noise: A data record r is a noise if it is considered as 

other class. 

The clusters are created when the points are less than edge 

record but greater than core records and if greater than edge 

record, the points are considered as outliers.  

In incremental step we have calculated the distance of new 

point from the core point of the existing clusters and if 

distance is greater than edge points of all the clusters the 

point is marked as noise else the point is assigned to the 

existing cluster.   

B. Incremental K-Means 

An iterative algorithm applied to split the dataset into K pre-

defined distinct non-overlapping subgroups called clusters, 

where each data point belongs to only one group. It makes 

the intra cluster data points as similar as possible while also 

keeping the clusters together as far as possible. It assigns 

data points to a cluster such that the sum of the squared 

distance between the data points and the cluster’s centroid 

(arithmetic mean of all the data points that belong to that 

cluster) is at the minimum. [17]. 

Incremental K-means algorithm working: 

1. Specify number of clusters K. 

2. Initialize the centroids by scuffling the dataset followed 

by random selection of K data points for the centroids 

without replacement. 

3. Keep iterating till changes observed in the centroids 

assignment of data points to the clusters is not 

changing. 

4. Compute the sum of the squared distance between data 

points and all centroids.  
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5. Allocate each data point to the closest-cluster 

(centroid). 

6.      Compute the centroids for the clusters the average of  

       all   data points that belong to each cluster. 

7.      Take new data points compare with created cluster   

        centres 

8.       Define radius (threshold) of each cluster 

9. If distance is minimum and within radius assign to the   

       cluster  

10. Else create new cluster 

11. Repeat 7 to 10 till all data points assigned 

12. Stop 

K-means has several limitations. The actual K-means 

algorithm takes lot of time when it is applied on a large 

database. That is why the incremental clustering concept 

appears to provide quick and efficient clustering technique 

on large dataset [22]. 

IV. EXPERIMENTAL RESULTS 
The dataset taken to experiment is the synthetic dataset 

created using RandomRBF a weka 3.8 function with 2 

classes and random set of centers with each cluster. 

Attributes taken 10 with 1000 and 2000 records.   

When DBSCAN applied in 1000 samples, the initial starting 

points are automatically considered since Farthest First 

method is internally applied. After algorithm completes its 

execution, it gives the final centroids (core points) for 

Cluster 0: 0.749, 0.911 and Cluster 1: 0.964 -0.861. In next 

step for finding clusters for 2000 new samples, the previous 

centers (core points) are considered as initial starting point 

and edge points as threshold (radius). by which it grasps the 

incremental clustering. Figure 1 presents the clusters created 

using DBSCAN with 1000 data samples. Blue dots showing 

cluster 0 and red showing cluster 1.  

 
Figure 1 results for DBSCAN with 1000 samples 

Classes to Clusters evaluation of DBSCAN with 1000 

samples given bellow gives the results with 1.9% incorrectly 

clustered instances:  

            0     1  <-- assigned to cluster 

        908   0 | a0 

        19    73 | a1 

  Cluster 0 <-- a0 

  Cluster 1 <-- a1 

Incorrectly clustered instances: 19.0   1.9    % 

 
In Figure 2 clustered instances shown for DBSCAN with 

2000 data samples, which depicts nearly same result as 

shown in Figure 1 with improved density. 

 

Figure 2 Results of DBSCAN with 2000 samples 

Classes to Clusters evaluation of DBSCAN with 2000 data 

samples shown below, the incorrectly clustered points are 

4.65%, which is nominal means the incremental approach 

working in this case. 

               0     1   <-- assigned to cluster 

           1826    0 | a0 

             93    81 | a1 

       Cluster 0 <-- a0 

       Cluster 1 <-- a1 

Incorrectly clustered instances: 93.0   4.65   % 

When k-Means is applied in 1000 samples, the initial 

starting points are Cluster 0: 0.726, 0.878 for first attribute 

and Cluster 1: 0.735, 0.901 for second attribute. After 

algorithm completes its execution, we have acquired Final 

cluster centroids for Cluster 0: (a0: 1.050, 0.729) and for 

Cluster 1: (a1: 0.171, 0.903) in incremental step the samples 

are updated to 2000 and the initial starting points are 

updated as previous clusters (a0: 1.050, 0.729) and (a1: 

0.171, 0.903) for both attributes for next 2000 samples. 

Figure 3 shows the clustered points for K-means with 1000 

data samples. 

 

 
Figure 3 Result of K-means with 1000 samples 

Classes to Clusters evaluation of K-means with 1000 data 

samples shown below: 

      0             1   <-- assigned to cluster 

    908           0 | a0 

   57           35 | a1 

Cluster 0 <-- a0 

Cluster 1 <-- a1 

Incorrectly clustered instances: 35.0 (3.5%) means only 

3.5% points are clustered incorrectly, which is nominal. 

Figure 4 shows the clustered points for Incremental K-

means with 2000 data samples 
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Figure 4 Result of Incremental K-means with 2000 samples 

Classes to Clusters evaluation of Incremental K-means with 

2000 data samples given below: 

 

           0          1  <-- assigned to cluster 

  1826    0 | a0 

        62    112 | a1 

Cluster 0 <-- a0 

Cluster 1 <-- a1 

Incorrectly clustered instances: 62.0 (3.1%) which means 

the incremental approach is working correctly with only 

3.1% error.  

The overall performance analysis of K-means and DBSCAN 

is given in the Table 1; we can see that after updating 

database with new values the incremental K-means and 

Incremental DBSCAN gives comparative performance. The 

lower Sum of Squared Error (SSE) 2.97 for Incremental K-

means with less time 0.05 and the lower SSE 0.82 for 

Incremental DBSCAN with less time 0.05 shows that the 

proposed incremental approach is working and giving 

comparative results.   

Table 1 Performance analysis of clustering methods 

Method Sample/ 

Update 

SSE Time in 

Sec. 

Iterations 

K-Means 1000 5.25 0.08 6 

2000 2.97 0.05 4 

DBSCAN 1000 1.24 0.06 3 

2000 0.82 0.05 2 

 

 

V. CONCLUSION 

The frequent changes in the database raise an issue of 

pattern recognition dynamically. This paper tries to give a 

solution to clustering for dynamically updating data. The 

proposed incremental clustering approach worked well on 

new dataset having less error. More incremental methods for 

clustering can be created that can handle larger variety of 

data. These methods can also be applied in stream data for 

real time pattern recognition.      
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