
 

 

  
Abstract—The security of restricted areas such as borders or 

buffer zones is of utmost importance; in particular with the 
worldwide increase of military conflicts, illegal immigrants, and 
terrorism over the past decade. Monitoring such areas rely currently 
on technology and man power, however automatic monitoring has 
been advancing in order to avoid potential human errors that can be 
caused by different reasons. This paper introduces an automatic 
moving object detection, extraction and recognition system 
(aMODERs), which uses image processing to detect and extract 
moving objects within a restricted area, and a neural network to 
recognize the extracted object. The proposed system monitors 
movement by humans, animals or vehicles across a secured zone. 
Experimental results indicate that (aMODERs) provides a simple, 
efficient and fast solution to the problem of detecting, extracting and 
recognizing moving objects within one system. 
 

Keywords— Moving object detection, extraction and 
recognition, neural network classification, security systems.  

I. INTRODUCTION 
OVING object detection is a basic and important 
problem in video analysis and vision applications. 

Automatic recognition systems for still and moving objects 
can be invalid in security applications, such as monitoring 
border areas, buffer zones and restricted areas. A simple 
recognition system would comprise a camera fixed high above 
the monitored zone, where images of the zone are captured 
and consequently processed. Processing the captured images 
can be in three phases, namely, detection of a moving object, 
extraction of the object and finally recognition of the object. 

Optical flow and background subtraction have been used 
for detecting moving objects in image sequences [1]-[4]. For 
example, adaptive optical flow for person tracking [2] is 
dependent on being able to locate a person accurately across a 
series of frames. Optical flow can be used to segment a 
moving object from a scene, provided the expected velocity of 
the moving object is known; but successful detection also 
relies on being able to segment the background. Other works 
such as moving objects segmentation using optical flow 
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estimation [3] presented a method for the segmentation of 
moving objects, where a powerful variation method using 
active contours for computing the optical flow is used. 
However, the high computational time to extract the optical 
flow and the lack of discrimination of the foreground from the 
background, make this method unsuitable for real time 
processing. On the other hand, background subtraction detects 
moving objects by subtracting estimated background models 
from images. This method is sensitive to illumination changes 
and small movement in the background, e.g. leaves of trees 
[4]. Another problem of background subtraction is that it 
requires a long time for estimating the background models. It 
usually takes several seconds for background model 
estimation because the speed of illumination changes and the 
small movement in the background are very slow. 

Much research work into moving object recognition has 
been previously presented. In [5], a semantic video object 
generation and temporal tracking technique for providing 
content-based video representation and indexing were 
proposed. In [6], a Gramian determinant-based method was 
proposed to detect moving objects between multiple images 
and to detect changes between color images or any type of 
multi-spectral images. In [7], a moving object detection 
method was proposed using global motion estimation and 
edge information, where the final objects are extracted by 
combining the contours and moving regions from motion 
detection. In [8], a method based on background subtraction 
was proposed to recognize abnormal human behavior in 
public areas using segmentation of moving objects in real-
time from images acquired by a fixed color video camera. In 
[9], a system for moving object detection and shadow 
extermination by building an adaptive background model was 
described. In [10], a method for detecting poorly visible 
moving objects in bad weather was proposed, and was based 
on measuring a variation on a cross correlation between a 
short accumulated histogram and along accumulated 
histogram of detected objects. In [11], a method was proposed 
to extract contours of moving objects mainly by combining 
gradient information extracting with three-frame differencing 
and connectivity-testing-based noise reduction. In [12], a 
binary image filtering method based on discrete information 
entropy was proposed for moving object detection in image 
sequences. In [13], a method for detecting and extracting 
moving objects from a moving stereo camera was described, 
where camera motions were calculated from three-
dimensional optical flow, and the moving object was detected 
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using images corrected in accordance with the camera motion. 
In [14], a statistical method was used to obtain background 
model, which was updated in real time to adapt to illumination 
changes and scene changes. 

More recent research work on moving object detection has 
also emerged. In [15] a Belief Propagation approach for 
moving object detection using a 3D Markov Random Field 
(MRF) model was described. This work suggested that 
moving objects were detected and tracked successfully while 
handling appearance change, shape change, varied moving 
speed/direction, scale change and occlusion/clutter. In [16], 
extensions to a method for moving object detection [17] were 
proposed. In [18], an algorithm based on frame difference and 
Canny edge detection was presented for moving object 
detection. In [19], a method for moving object detection in 
foggy days using a background maintenance algorithm based 
on the Unscented Kalman Filter (UKF) was described. In [20], 
an intelligent sensor network was developed for object 
detection, classification and recognition, by utilizing wireless 
sensors as the first layer to detect coordinates of moving 
objects in a secured area. In [21], a low-complexity moving 
object detection algorithm by exploring the ideas of 
uncertainty analysis and spatiotemporal activity clustering was 
suggested. In [22], a background subtraction algorithm for 
detecting moving objects from a static background scene, 
based on brightness distortion and chromaticity distortion in 
(RGB) color space, was described. In [23], an approach to 
automatically locate multiple objects in home videos, by 
taking into account of how and when to initialize objects was 
proposed. 

Other research works, aiming at providing solutions to the 
problem of object extraction, have also emerged. In [24], a 
tracking initialization method that combines a rough 
extraction of moving objects and a refined segmentation of 
their contours was proposed. In [25], a moving object 
extraction method based on an active contour model, called 
Snake, and utilizing a splitting mechanism was proposed. In 
[26], a method of clustering video frame pixels was suggested 
for moving object extraction. In [27], an algorithm based on 
inter-frame change detection and Canny edge detection in 
wavelet domain was proposed. In [28], an algorithm based on 
clustering and the use of a self organizing network was 
proposed. 

More recently, in [29] a moving object extraction scheme 
using contour-feature and motion vector-based projection for 
(MPEG) stream was proposed. In [30], a technique that 
extracts the shape of moving objects by combining snakes and 
watershed algorithm was described. In [31], a motion 
estimation method to detect and extract a moving object from 
a video sequence taken by a hand-held camera was proposed. 

These methods have shown success in detecting moving 
objects or in extracting the objects. Few works have addressed 
both tasks within one system, where a moving object is 
detected and then extracted automatically. However, the 
setback of such works is their complexity and computational 
costs. Furthermore, a robust simple automatic system that 

performs detection, extraction and recognition of moving 
objects is much preferred. 

The aim of the work presented within this paper is to 
develop such an automatic system for the detection, extraction 
and recognition of moving objects within a restricted zone. 
The developed system is named (aMODERs) which stands for 
automatic Moving Object Detection, Extraction and 
Recognition system. 

Moving object detection is achieved by comparing two 
subsequent still images from a surveillance camera, captured 
every two seconds. The difference between the pixel values is 
calculated and the output is obtained using a deterministic 
rule. Further processing is also carried out in order to provide 
a clearer image of the detected object and its surrounding by 
improving the result image contrast using background 
compensation. 

The detected object extraction method is based on a set of 
comparison deterministic rules, which find pixel variations 
within the image, eliminate phantom objects, and output the 
relevant object. Further processing of the extracted object 
image is also applied by squaring, framing and scaling the 
image to a pre-defined size in preparation for using the image 
in the third and final phase of (aMODERs), which is the 
recognition of the object using a neural network. 

Object recognition is achieved using a supervised neural 
network based on the back propagation learning algorithm. 
The neural network is trained using images of potential 
objects that may cross a restricted zone, such as humans, 
animals and vehicles. The images in the database were 
obtained while assuming a restricted monitored zone with the 
monitoring camera fixed at a high position to prevent potential 
system vandalism. The experiments in this work consider the 
detection and extraction of the following potential objects 
[32]: humans (male, female), animals (goat), and vehicles (car, 
jeep, loader, motorbike). 

II. MOVING OBJECT DETECTION 
 

In order to detect a movement within a secured area, a 
surveillance camera is positioned to monitor the area. The 
detection of a moving object within the monitored area is the 
first phase in (aMODERs). An image-processing scheme to 
detect moving objects in real time is a key technology for the 
automatic surveillance. This section presents the method 
which was developed for this purpose. 

The movement detection uses a simple but efficient method 
of comparing image pixel values in subsequent still frames 
captured every two seconds from the surveillance camera. 
Two still images are required to detect any movement. The 
captured image size is 256x256 pixels. The first image, which 
is called “reference” image, represents the reference pixel 
values for comparison purpose, and the second image, which 
is called the “input” image, contains the moving object.  

The two images are compared and the differences in pixel 
values are determined. If the input image pixel values are not 
equal to the reference image pixel values, then the input image 
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Fig. 1 Moving object detection phase 

pixel values are thresholded and saved in a third image, which 
is called output image, with a black or white background. The 
choice of the output image background (black or white) is 
determined by comparing the average pixel value of the 
“difference” between the result output image and the reference 
and input images. If the “difference” average pixel value is 
smaller than a certain threshold value, then the output image 
background will be white (pixel value is 255); otherwise, the 
background will be black (pixel value is 0). 

After tracking the moving object motion, the previous input 
image will now be used as a reference image, and a third 
image is captured and is called now the input image. This 
process is repeated with the images being captured every two 
seconds, where the same comparison method is applied. If 
there is a difference between the reference and input images, 
then an output image is created. The obtained output image 
contains an object that will be extracted (in the second phase) 
and recognized (in the third phase). Fig. 1 shows the process 
of moving object detection. 

The reference and input images are compared by taking 
their difference where the output of this comparison DRI(x,y) is 
determined by the following rule: 
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where R(x,y) and I(x,y) are the reference and input images, 
respectively at image coordinates (x, y). 

The obtained “difference” matrix is then thresholded in 
order to determine the background color of the third image;  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

output image O(x,y), which contains the moving object. To 
threshold the difference matrix, we first calculate its average 
pixel value using: 
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where nx and ny are, respectively, the numbers of difference 
matrix pixels in the x and y directions. 

The background color (B) of the output image O(x,y), 
which contains the moving object, will be then set to black 
(gray level “0”) or white (gray level “255”) as follows: 
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The reason for this background compensation is to provide 

a clear and high contrast image of the moving object in 
preparation for the next phases of (aMODERs). The result 
image after thresholding and background compensation is 
output image O(x,y) which is defined as: 
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To demonstrate image comparison and thresholding in this 

phase, assume that we have two 6x6 grayscale images; firstly, 
a reference image R(x,y) and secondly an input image I(x,y) 
represented in the following matrices: 
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The output image O(x,y) will be: 
 
 
 
 
 
 
 
 
 
The next phase in (aMODERs) is the detected moving 

object extraction. 

III. DETECTED OBJECT EXTRACTION 
The second phase in (aMODERs) is the extraction of a 

detected object. In this phase the output image O(x,y) which 
was obtained at the end of the first phase is used. A simple but 
efficient way of extracting the object is to use horizontal and 
vertical scanning of the output image. In a two-dimensional 
matrix an object could be addressed by finding its vertical and 
horizontal coordinates. The width and height of the extracted 
object image can be found by using its starting coordinates 
and ending coordinates. 

A. Extraction Method  
The implementation of this extraction method has two 

steps. Firstly, the output image matrix is scanned horizontally, 
starting at the first x-direction coordinate value, the pixel 
values in the corresponding column are summed up. The x-
direction coordinate value is incremented by one and total 
pixel value in the next column is calculated. This process is 
repeated until the last value in the x-direction. As result the 
total pixel values of each column is calculated. Each total 
value is compared to a certain threshold value in order to 
determine the x-coordinate where an object starts or ends 
within the image. Secondly, the horizontal scanning method is 
repeated vertically, thus calculating the total pixel value in 
each row, and then apply thresholding to determine the y-
coordinate where an object starts or ends within the image. 

The background of the image that contains the object is 
uniform as it has already been set to white or black at the end 
of the first phase in (aMODERs). The mathematical 
description of the object extraction method is summarized in 
the following subsections. 

B. Horizontal Scanning  
Starting at image coordinates (x=0, y=0) until coordinate 

(x=nx, y=ny), the total pixel value of the column is defined as: 
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This total value is compared to a threshold value θx which is 

defined as: 
 

Bnyx ⋅=θ                  (6) 

 
where ny is the maximum number of vertical pixels (ny = 256 
in this work), and B is the gray level value of the image 
background as defined in equation (3). For white (B=255), 
whereas for black (B=0). 

The comparison deterministic rules are defined as follows: 
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where Sx and Ex are respectively the starting and ending x-
coordinates of the object. C is a correction value that is added 
to eliminate unwanted pixels which could be due to noise. It 
should be noted that the correction value should not be set 
high, as it would result in the loss of relevant object pixels, on 
the other hand if the correction value is set low, then 
unwanted objects of noise may be obtained; in this work 
(C=2025). 

The application of this algorithm continues until the column 
at the last x-coordinate pixel is accounted for. If there is 
another object within the image, its x-coordinate positions are 
determined similarly to the first object. 

C. Vertical Scanning  
Starting also at image coordinates (x=0, y=0) until 

coordinate (x=nx, y=ny), the total pixel value of the row is 
defined as: 
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This total value is compared to a threshold value θy defined as: 
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Fig. 2 Object extraction phase 

Bnxy ⋅=θ                   (8) 

 
where nx is the maximum number of horizontal pixels (nx = 
256 in this work), and B is the grey level value of the image 
background as defined in equation (3). 

The comparison deterministic rules are defined as follows: 
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where Sy and Ey are respectively the starting and ending y-
coordinates of the object, and C is the correction value. The 
size of the extracted object image is (Ex-Sx).(Ey-Sy). The 
application of this algorithm continues until the row at the last 
y-coordinate pixel is accounted for. If there is another object 
within the image, its y-coordinate positions are determined 
similarly to the first object. 

To demonstrate the extraction method, the output image, 
containing the moving object, which was obtained at the end 
of the detection phase, is shown in Fig. 2. This image appears 
to have two objects; in fact it is one object (vehicle) that 
appears in the output image at two different locations within 
the image. The first object appearance, which we call phantom 
object, occurs two seconds before the second appearance. We 
are interested in extracting the clear object which is the second 
appearance. The proposed extractor can efficiently extract 
both objects together or separately. 

Once the start and end coordinates of the object(s) are 
determined using the proposed extraction method, the width 
and height of the matrix as defined by those coordinates are 
noted and the matrix is saved. The result is a smaller image 
containing only the required object. It is also possible to add 
one pixel (white) to each side of each row and column in 
order to frame the extracted object. 

D. Extracted Image Squaring and Framing  
In real life applications, the extracted object image may not 

be a square image, and its size will not be of a standard size.  
 
 
 
 
 
 
 
 
 
 
 
 
 

This may create a problem for further processing of the 
extracted image, more notably in the object recognition phase. 
The proposed (aMODERs) uses a neural network to classify 
the extracted objects in its third and final phase. The neural 
network will have a defined structure with a fixed number of 
input layer neurons. These input neurons receive pixel values 
from the extracted object image. Therefore, further processing 
of the extracted object image is required, and it involves 
simple squaring of the extracted image and resizing it to 
assure the neural network input layer neurons receive a 
uniform set of pixel input values in a real life application. For 
this work, a standard extracted object image size of 100x100 
pixels is selected, and shall be used as the input image size in 
the third phase of (aMODERs), which is neural network 
classification. 

A simple algorithm is used to square the image by 
comparing its width and height. If the width is greater than the 
height, then the height is set equal to the width and vice versa. 
The difference between width and height (dif) is saved for 
later use when centralizing the object within the square image. 
This squaring rule is defined as: 
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The extracted object in the new square image is then 

centralized within image by shifting the object horizontally (if 
width > height) or vertically (if height > width). Here, the 
difference between height and width (dif) is used to determine 
the amount of shifting required to obtain a centralized square 
image Mc(x,y) from a square image Ms(x,y) as follows: 
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The extracted image is now square and the object is in the 

centre of the image. In order to clearly outline the object 
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image, a frame can be added around the image. This is a 
simple addition of one-pixel rows and columns to all four 
sides of the image. The pixel value should be equal to the 
background grayscale value. The image is then resized to 
standard size of 100x100 pixels in preparation for the third 
phase which is the object recognition by a neural network. 

IV. OBJECT RECOGNITION 
This is the third and final phase in (aMODERs). Here the 

detected and extracted moving object is recognized by a 
trained supervised neural network that is based on the back 
propagation learning algorithm. This algorithm is chosen due 
to its implementation simplicity and efficiency in pattern 
classification. This section describes the image database, the 
neural network input pattern preparation, and the 
implementation of the neural network. 

A. Image Database 
Meaningful training of a neural network is vital if we are to 

generalize it successfully. Two aspects in training are noted 
here: firstly the number of images used and, secondly, the 
sufficiency of the extracted patterns from these images. This 
section will briefly describe the objects considered in this 
work; bearing in mind the assumed scenario for this 
application which is monitoring a secured area with a 
surveillance camera being positioned higher than the ground 
level. The assumed secured area is a border controlled area or 
a buffer zone between two countries, thus the choice of 
objects in this application. 

The considered objects in this work are classified into three 
groups: humans, animals, and vehicles. Images of objects 
from each group will be used for training and later on 
generalizing (or testing) the neural network. The objects in 
each group were as follows: human (Female and Male), 
animal (Goat), vehicle (Car, Jeep, Motorbike, and Loader).  
Fig. 3 shows example images of these seven objects [32]. 

In order to provide a more objective simulation of a real-life 
application, different orientations of all objects are considered, 
since their movement directions can not be restricted or 
anticipated. For this purpose, the directions {1,2,3,…, 8} 
shown in Fig. 4 are used as the movement directions of these 
objects for neural network training. Images of each moving 
object are obtained in six directions; excluding two directions 
which are {3 and 7}, since the object movement will be 
towards or away from the camera. 

 
 
 
 
 
 
 
 
 
 

 
The movement of an object in these two directions will not 

be detected by (aMODERs), which is not considered as a 
setback, since our proposed system aims to detect movement 
across a restricted zone. Testing the neural network, after 
training, uses object images at random directions; for example 
direction {1.5} in Fig. 4. 

Training the neural network uses six images of each object 
at directions {1,2,4,5,6,8} in animal and vehicle groups, and 
three images of each object in human group (3 Male images at 
directions {1,2,4}, and 3 Female images at directions {5,6,8}), 
thus resulting in 36 images for training the neural network. 
Testing the generalized neural network uses eight random 
directions images of each object in all three groups, thus 
resulting in 56 images for testing the generalized neural 
network. 

B. Input Pattern Feature Extraction 
The image database that is used for this application has a 

total of 92 images (36 training and 56 testing images). Each 
image is in grayscale and of size 100x100 pixels. The 
presentation of these images to the neural network on a pixel-
per-node basis is computationally expensive; therefore, 
pattern averaging is used to provide input feature vectors with 
smaller size. These feature vectors will be presented to the 
neural network during both training and testing. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Moving object directions 
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Fig. 3 Example images of the considered objects 
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Fig. 5 Object recognition phase in (aMODERs) 

Pattern averaging is a simple but efficient method that 
creates "fuzzy" patterns as compared to multiple "crisp" 
patterns, which still provides the neural network with 
meaningful learning while reducing computational expense 
[33]. Pattern averaging is defined as: 
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where k and l are segment coordinates in the x and y directions 
respectively, i is the segment number, Sk and Sl are segment 
width and height respectively, Pi(k,l) is pixel value at 
coordinates k and l in segment i, PatAvi  is the average value 
of pattern in segment i that is presented to neural network 
input layer neuron i. The number of segments in each image 
(of size X.Y pixels; X = Y = 100) containing an object, as well 
as the number of neurons in the input layer is i where i = (1, 2, 
3,… , n), and 
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Segment size of 10x10 pixels (Sk = Sl = 10) has been used and 
average values representing the image were obtained, thus 
resulting in 100 average values in total (n = 100) that were 
used as the input to the neural network for both training and 
testing. 

C. Neural Network Arbitration 
The neural network consists of an input layer with 100 

neurons receiving the input feature vector, one hidden layer 
with 200 neurons which was determined after many 
experiments involving the adjustment of the number of hidden 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

neurons, and an output layer with six neurons corresponding 
to six object classifications using binary output data 
representation. 

A recognition system “sensitivity” feature was also 
developed as part of the neural network classification of 
extracted objects. Two levels of tolerance, namely Low 
(minimum 75% resemblance) or High (minimum 65% 
resemblance) can be used depending on the required level of 
accuracy. 

During the learning phase, the number of hidden layer 
neurons, the learning coefficient, and the momentum rate were 
adjusted in various experiments in order to achieve the 
required minimum error value of 0.009 which was considered 
as sufficient for this application. Fig. 5 shows the topology of 
this neural network. 

The neural network learnt and converged after 9300 
iterations and within 164.6 seconds, whereas the running time 
for the generalized neural network after training and using one 
forward pass was 0.012 seconds. These results were obtained 
using a 1.8 GHz PC with 1 GB of RAM, Windows XP OS 
and Borland C++ compiler. Table I lists the final parameters 
of the successfully trained neural network. 
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TABLE  I 
FINAL NEURAL NETWORK SIMULATION PARAMETERS 

Parameter Final value 

Input Layer neurons 100 
Hidden layer neurons 200 
Output layer neurons 6 
Learning coefficient 0.006 
Momentum rate 0.35 
Minimum error 0.009 
Iterations 9300 
Training time (seconds) 164.6 
Run time (seconds) 0.012 
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The implementation results of the trained neural network 

were as follows: using the training image set (36 images) at 
both tolerance levels yielded 100% recognition as would be 
expected. The recognition system implementation using the 
testing image set (56 images that were not previously exposed 
to the neural network) yielded different correct object 
recognition according to the tolerance level. At Low tolerance 
level 39 objects were correctly recognized, thus achieving 
70% correct identification rate, whereas, at High tolerance 
level 51 objects were correctly recognized, thus achieving 
91.1% correct identification rate. Combining the results using 
testing images (56) and training images (36), yields an overall 
correct identification rate of 81.5% with Low tolerance, and 
94.6% with High tolerance. Table II shows the extracted 
objects recognition results. 

V. CONCLUSION 
In this paper, an automatic moving object detection, 

extraction, and recognition system (aMODERs) was 
presented. The proposed system receives still images captured 
every two seconds from a surveillance camera, which 
monitors a restricted zone, such as international border 
crossings, buffer zone in conflict areas, or any monitored area 
where movement across that area is to be detected. 

The implementation of (aMODERs) has three phases: 
firstly, moving object detection which is achieved using image 
pixel value difference, a deterministic rule to determine the 
moving object, and background compensation. Secondly, the 
extraction of the detected object, which is achieved by using a 
set of deterministic rules to find pixel variations within the 
image of the detected object(s) and eliminating phantom 
objects that may have been obtained in the first phase. This 
second phase has also further processing of the extracted 
object image, such as squaring, framing and scaling the image 
to a predefined size in preparation for the next phase. Finally, 
the third phase is the recognition of the extracted object using 
a supervised neural network based on the simple but efficient 
back propagation learning algorithm. Here the neural network 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

is trained using images of potential objects that may cross the 
monitored restricted zone. Once trained, the neural classifier is 
able to recognize similar objects regardless of their scale and 
motion orientation of direction across the secured area. 

The potential objects which have been considered in this 
work are classified into three groups: human (female, male), 
animals (goat), and vehicles (motorbike, car, loader, jeep). 
The use of (aMODERs) in a real life application is not limited 
to these objects, because the neural network classifier can be 
quickly and easily trained to recognize as many different 
objects as required. 

The implementation of (aMODERs) in this work has been 
successful with an overall correct identification rate of 94.6% 
which was achieved in 0.012 seconds. The proposed system 
provides solutions to the problem of monitoring secured areas; 
namely, the detection of movement across the area, the 
extraction of the moving object, and the recognition of the 
object. Future work will focus on further experiments with 
multiple objects in a larger area, in addition to increasing the 
number of potential objects. 
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