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Abstract—In this paper, the study of Hypercircle inequality for data error (Hide) is briefly reviewed. Within the framework of Hide and to find a function representation from inaccurate data, the midpoint algorithm is provided. We give a new result for a function representation that has the form of the representor theorem. We illustrate some important facts for a practical computation and study the problem in the learning value of a function for a learning kernel. We demonstrate the potential of this framework by comparing our result to the regularization method, which is the standard method in the learning value of a function. The present example compares the performance of the methods when the optimal values of regularization parameters are used.
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I. INTRODUCTION

ONE of the most important issue of the scientific problem is to find a function representation from data when only finite samples are known exactly [2], [3], [8], [10], [19]. Tikhonov regularization in reproducing kernel Hilbert spaces (RKHS), known as the representor theorem, is one of the most important role in a learning problem. It plays an important role in approximation as it allows to write the solution in learning problem easily.

In the regularization theory, for the target function from domain $\mathcal{T}$ to the range $Y \subseteq \mathbb{R}$ we call $\mathcal{T}$ the input set and $Y$ the output set. Suppose that a finite set $\{ (t_j, d_j) : j \in \mathbb{N}_n \} \subseteq \mathcal{T} \times Y$ of target function is available. For the simplicity of enumerating with the finite sets, we set $\mathbb{N}_n = \{ 1, 2, ..., n \}$ for $n \in \mathbb{N}$. Following the framework of Tikhonov regularization in the machine learning, we let the hypothesis space $H$ be a reproducing kernel Hilbert space (RKHS) of real value function on a set $\mathcal{T}$. For each $t \in \mathcal{T}$, there exists a function $K_t \in H$ (called representor of $t$) with the reproducing property

$$f(t) = \langle f, K_t \rangle$$

for all $f \in H$. Since $K_t$ is a function in $H$, by the reproducing property, for each of $s \in \mathcal{T}$ we can write

$$K_t(s) = K(t, s)$$
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Aronszajn’s theory of reproducing kernel Hilbert spaces [1] states that a function $K : \mathcal{T} \times \mathcal{T} \rightarrow \mathbb{R}$ is a reproducing kernel if it is a symmetric, that is $K(s, t) = K(t, s)$, and positive definite:

$$\sum_{i,j=1}^{n} a_i a_j K(t_j, t_i) \geq 0$$

for any $n \in \mathbb{N}$ and the choice of inputs $T = \{ t_j : j \in \mathbb{N}_n \} \subseteq \mathcal{T}$ and $a = (a_1, ..., a_n) \in \mathbb{R}^n$.

Moreover, we know that for any kernel $K$ there is a unique RKHS with $K$ as its reproducing kernel. These important and useful facts allow us to specify a hypothesis space by choosing $K$ [17].

Given $t_0 \in \mathcal{T}$, we are able to determine a meaningful approximation of $t_0$ knowing that $| |f| |_K \leq \delta$ and $| |d - Qf| |_2 \leq \varepsilon$ where $Qf := \langle f(t_j) = \langle f, K_t) : j \in \mathbb{N}_n \rangle$ and $| | : | |_2$ is a Euclidean norm on $\mathbb{R}^n$. The basic idea in learning a problem is to determine a functional representation from the data. A possible way to efficiently solve the learning problem is provided by regularization networks, which amounts to minimization of the following $R_\rho$ functional defined for $f \in H$

$$R_\rho(f) := | |d - Qf| |_2^2 + \rho | |f| |_K^2$$

where $\rho$ is a positive number. According to representor theorem [4], [12], [13], [15], [16], [19], [20], the form of the solution of equation (1) is, under general condition:

$$f_\rho(t) = \sum_{j \in \mathbb{N}_n} c(\rho) K(t_j, t), \quad t \in \mathcal{T}$$

for some real vector $c(\rho) = (G + \rho I)^{-1} d$ where $I$ is $n \times n$ identity matrix and Gram matrix $G = \langle K(t_i, t_j) : i, j \in \mathbb{N}_n \rangle$.

However, the regularization theory is only applied to circumstances for which data is known exactly [6], [7]. Then our previous work [11], [14] extends it to circumstances for which there is known data error. We have discussed the Hypercircle Inequality for data error (Hide) in a learning problem. The midpoint algorithm for finding the value of function at the given points was proposed. As the midpoint algorithm, we define the interval of uncertainty

$$I(t_0, \varepsilon_\rho, \delta_\rho) = \{ f(t_0) : | |d - Qf| |_2 \leq \varepsilon_\rho, | |f| |_K \leq \delta_\rho \}.$$
is to present the approximation function that we obtain from the midpoint algorithm. We then compare our result to the regularization method. To compare these two methods, the regularization estimator $f_\rho(t_0)$ can be viewed as an element in the interval $I(t_0, \varepsilon_\rho, \delta_\rho)$. In the previous work [11], [14], we found that the learned function has the form of representer theorem (2), but the choice of the coefficients in equation (2) are generally different from those obtained from a regularization procedure. Therefore, a learned function that has the form of representer theorem for a practical computation is described and analyzed in this paper. In addition, this present paper proposes a new choice to choose value of $\delta_\rho$. We also report some results from numerical experiment in the learning value of a function by using midpoint algorithm with different values of $\delta_\rho$.

This paper is organized as follows: In section 2, we recall the Hypercircle Inequality for data error measured with square loss and the way to get a function representation to the midpoint algorithm. Section 3 deals with the midpoint algorithm. After a short introduction about the framework of $\text{Hide}$ and the midpoint algorithm, we present some numerical simulations based on our analysis and discuss some extensions of our framework.

II. HYPERCIRCLE INEQUALITY FOR DATA ERROR

In this section, we describe the necessary background. Most of the results below are based on results from our previous work [11], [14]. Some improvements and simplifications of our previous work on $\text{Hide}$ are provided.

Let Hilbert space $H$ over the real number with inner product $\langle \cdot, \cdot \rangle$ and choose a finite set of linearly independent elements $\mathcal{X} = \{x_j : j \in \mathbb{N}_n\}$ in $H$. Let $M$ be the $n-$dimensional linear subspace of $H$ spanned by the vectors in $\mathcal{X}$. That is, we denote

$$M := \{ \sum_{j \in \mathbb{N}_n} a_j x_j : a \in \mathbb{R}^n \}$$

Let $Q : H \to \mathbb{R}^n$ be a linear operator $H$ onto $\mathbb{R}^n$, which is defined for any $x \in H$ as follows

$$Qx = (\langle x, x_j \rangle : j \in \mathbb{N}_n).$$

Alternatively, the adjoint map $Q^T : \mathbb{R}^n \to H$ is given at $a = (a_j : j \in \mathbb{N}_n) \in \mathbb{R}^n$ as follows

$$Q^T a = \sum_{j \in \mathbb{N}_n} a_j x_j$$

Consequently, the Gram’s matrix of the vectors in $\mathcal{X}$ is

$$G = QQ^T = \begin{bmatrix} 
\langle x_1, x_1 \rangle & \langle x_1, x_2 \rangle & \ldots & \langle x_1, x_n \rangle \\
\langle x_2, x_1 \rangle & \langle x_2, x_2 \rangle & \ldots & \langle x_2, x_n \rangle \\
\vdots & \vdots & \ddots & \vdots \\
\langle x_n, x_1 \rangle & \langle x_n, x_2 \rangle & \ldots & \langle x_n, x_n \rangle 
\end{bmatrix}$$

which is a symmetric and positive definite. To prove this, we let $0 \neq a \in \mathbb{R}^n$ and we have that

$$a^T Ga = a^T QQ^T a = (a, QQ^T a) = (Q^T a, Q^T a) = ||Q^T a||^2 > 0.$$
Moreover, we point out for any \( d \in \mathbb{R}^n \) there is \( x(d) = Q^T G^{-1}d \) such that
\[
Q x(d) = d \quad \text{and} \quad \|x(d)\|^2 = (d, G^{-1}d)
\]
where \( \langle \cdot, \cdot \rangle \) is Euclidean inner product on \( \mathbb{R}^n \).

Moreover, we point out that if \( H(d, \delta) \neq \emptyset \) then the vector \( x(d) = L^T G^{-1}d \) is the best estimator to estimate the value of \( \langle x, x_0 \rangle \) when \( x \in H(d, \delta) \). That means, the best estimator has the form of linear combination of the vector in \( X \) and the coefficient is given by \( G^{-1}d \). In additional, the best estimator \( x(d) \) is independent of vector \( x_0 \).

Indeed, let us add the relation between them as shown below
\[
H(d|\delta E_2) = \bigcup_{e \in E_2} H(d + e, \delta).
\]
So far, we obtain that for each \( e \in E_2 \) there is the vector
\[
x(d + e) = Q^T G^{-1}(d + e) \in M
\]
such that
\[
Q x(d + e) = d + e \quad \text{and} \quad \|x(d + e)\|^2 = (d + e, G^{-1}(d + e)).
\]

Now we ready to discuss when \( H(d|\delta E_2) \neq \emptyset \). Let us recall the following facts.

Definition 1: Let \( A \) be an \( n \times n \) symmetric matrix and \( d \in \mathbb{R}^n \). The spectrum of the pair \( (A, d) \) is defined to be the set of all real numbers \( \lambda \) for which there exists an \( x \in \mathbb{R}^n \) with euclidean norm one such that
\[
A(x - d) = \lambda x.
\]

Since \( G \) is positive definite matrix, we then assume that
\[
0 < \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n
\]
is a corresponding orthonormal set of eigenvector. Next, we write the vector \( d \) in the form
\[
d = \sum_{j \in I} \gamma_j w_j
\]
for some constants \( \gamma_j \in \mathbb{R} \) and define the subset \( I \) of \( \mathbb{N}_n \) by
\[
I := \{ j : \lambda_j d_j = 0 \}.
\]

Theorem 1: The spectrum of the pair \( (\varepsilon^2 G^{-1}, \frac{d}{\varepsilon}) \) consists of all real \( \lambda \) such that
\[
g(\lambda) = \sum_{i \in I} \frac{\lambda_i^2 \gamma_i^2}{(\varepsilon^2 \lambda_i - \lambda)^2} = 1
\]
together with each eigenvalue \( \lambda_k \) of \( \varepsilon^2 D_i \) for which
\[
g(\lambda_k) < 1
\]
where \( k \in I := \{ j : \lambda_j d_j = 0 \} \).

Proof. We refer the reader to [5] for the proof.

Lemma 2: If \( \Lambda \) and \( \Lambda' \) are the least and greatest value in the spectrum of the pair \( (\varepsilon^2 G^{-1}, \frac{d}{\varepsilon}) \) then
\[
\min_{\epsilon \in \mathbb{R}^n} \{d + \epsilon, G^{-1}(d + \epsilon)\} = \begin{cases} \Lambda_i + \Lambda_j \sum_{j \not\in I} \frac{\lambda_j |\gamma_j|^2}{\lambda_j - \varepsilon^2 \lambda_j}, & \text{if } |d| > \varepsilon \\ 0, & \text{if } |d| \leq \varepsilon \end{cases}
\]
and
\[
\max_{\epsilon \in \mathbb{R}^n} \{d + \epsilon, G^{-1}(d + \epsilon)\} = \begin{cases} \Lambda'_i + \Lambda'_j \sum_{j \not\in I} \frac{\lambda_j |\gamma_j|^2}{\lambda_j - \varepsilon^2 \lambda_j}, & \text{if } |d| > \varepsilon \\ 0, & \text{if } |d| \leq \varepsilon \end{cases}
\]
Proof. We refer the reader to the paper for the proof [15].

Theorem 2: Let \( \Lambda \) be the least value in the spectrum of the pair \( (\varepsilon^2 G^{-1}, \frac{d}{\varepsilon}) \). If \( |d| > \varepsilon \) then \( H(d|\delta E_2) \neq \emptyset \) if and only if
\[
\Lambda + \Lambda \sum_{j \not\in I} \frac{\lambda_j |\gamma_j|^2}{\lambda_j - \varepsilon^2 \lambda_j} \leq \delta^2
\]
Proof. We refer the reader to [5] for the proof.

Before we state the next theorem, let us define
\[
M := \{ x(d + e) = L^T G^{-1}(d + e) : e \in E \}.
\]
Next, we have the following

Theorem 3: Let \( \Lambda' \) be the greatest value in the spectrum of the pair \( (\varepsilon^2 G^{-1}, \frac{d}{\varepsilon}) \).
If \( |d| > \varepsilon \) then
\[
M \subseteq H(d|\delta E_2)
\]
if and only if
\[
\Lambda' + \Lambda' \sum_{j \not\in I} \frac{\lambda_j' |\gamma_j|^2}{\lambda_j' - \varepsilon^2 \lambda_j'} \leq \delta^2
\]
Therefore, we point out that if we choose
\[
\Lambda' + \Lambda' \sum_{j \not\in I} \frac{\lambda_j' |\gamma_j|^2}{\lambda_j' - \varepsilon^2 \lambda_j'} \leq \delta^2
\]
then the best estimator, \( x(d + e_0) \), is in the interval
\[
I(x_0, x(d + e)) = \{ \langle x, x_0 \rangle : x \in H(d|\delta E_2) \}.
\]
The original idea of Hide to optimally estimate one feature of an \( x \in H(d|\delta E_2) \) was presented in the previous work [11]. We define a feature of \( x \in H \) as the value of a prescribed linear functional \( F_{x_0} \) defined at \( x \) as
\[
F_{x_0}(x) := \langle x, x_0 \rangle.
\]
The interval of uncertainty for the feature $F_{x_0}$ is defined as

$$I(x_0, d|\delta E_2) = \{F_{x_0}(x) : x \in \mathcal{H}(d|\delta E_2)\}$$

which is closed and bounded. We also define the interval in $\mathbb{R}$ by

$$I(x_0, d|\delta E_2) = [m_-(x_0, d|\delta E_2), m_+(x_0, d|\delta E_2)]$$

where

$$m_+(x_0, d|\delta E_2) := \max\{F_{x_0}(x) : x \in \mathcal{H}(d|\delta E_2)\}$$

and

$$m_-(x_0, d|\delta E_2) := \min\{F_{x_0}(x) : x \in \mathcal{H}(d|\delta E_2)\}.$$  

We observe that

$$m_-(x_0, d|\delta E_2) = -m_+(x_0, -d|\delta E_2).$$

Consequently, a center of the above interval is

$$m(x_0, d|\delta E_2) = \frac{m_+(x_0, d|\delta E_2) - m_+(x_0, -d|\delta E_2)}{2}. \tag{11}$$

To state the main result of this section, a function representation from midpoint algorithm, we introduce the following terminology.

The proposition below is important and useful to determine the best estimator in the hyperellipse $\mathcal{H}_2(d, \varepsilon)$ for the feature $F_{x_0}$. To this end, let us define $P : H \to M$ which is the orthogonal projection of $H$ onto $M$ as for any $x \in H$

$$P_x = Q^T G^{-1}(Qx).$$

**Proposition 1:** If $\mathcal{H}(d|E_2(\delta)) \neq \emptyset$ and $x_0 \notin M$ then there exist $e_\pm \in E_2$ such that

$$F_{x_0}(x_\pm(d + e_\pm)) = m_\pm(x_0, d|E_2(\delta)). \tag{12}$$

Moreover, the vector

$$x_\pm(d + e_\pm) = x(d + e_\pm) + \frac{\sqrt{\delta^2 - \|x(d + e_\pm)\|^2}}{\text{dist}(x_0, M)}(x_0 - Px_0)$$

**Proof.** We refer the reader to [11] for the proof.

**Theorem 4:** If $\mathcal{H}(d|E_2(\delta)) \neq \emptyset$ then there is an $e_0 \in E$ such that $x(d + e_0)$ is the best estimator for the feature $F_{x_0}$. Moreover, the vector $e_0 \in \mathbb{R}^n$ can be chosen on the line segment joining $e_-$ and $e_+.$

**Proof.** We refer the reader to [11] for the proof.

That is, we have that

$$F_{x_0}(x(d + e_0)) = m(x_0, d|E_2)$$

and $x(d + e_0) = Q^T G^{-1}(d + e_0) \in M$. Therefore, we can see that the best estimator is still the form of linear combination of the vector in $\mathcal{X}$ and the coefficient is given by

$$G^{-1}(d + e_0)$$

for some $e_0 \in E_2$. However, we observe that the best estimator is depend on the vector of $x_0$.

Specifically, to find the best estimator we only need to evaluate the two number $m_+(x_0, \pm d|E_2(\delta))$ and then compute

$$\frac{1}{2}(m_+(x_0, d|E_2(\delta)) - m_+(x_0, -d|E_2(\delta))).$$

These points are arguments that may suggest the main results of this section. For the purpose of establishing a function representation from midpoint algorithm, we know that the learned function has the form of representer theorem (2), but the choice of the coefficients in equation (2) are generally different from those obtained from a regularization procedure. Therefore, the following proposition formally establishes the way to get the coefficients in equation (2) that obtains from the midpoint algorithm.

Next, we will describe a duality formula for the right-hand side of the interval of uncertainty and then show how to find the vector $e_0$.

**Proposition 2:** If $\mathcal{H}(d|E_2(\delta))$ contains more than one point, $x_0 \notin M$, and $\frac{x_0}{\|x_0\|} \notin \mathcal{H}(d|E_2(\delta))$, then

$$m_+(x_0, d|E) = \min\{\delta||x_0 - Q^T c|| + \varepsilon||c|| + (c, d) : c \in \mathbb{R}^n\}$$

where $(\cdot, \cdot)$ is a Euclidean inner product on $\mathbb{R}^n$. Moreover, the minimum $c^* \in \mathbb{R}^n$ is the unique solution of the nonlinear equation

$$-\delta Q\left(\frac{x_0 - Q^T c^*}{||x_0 - Q^T c^*||}\right) + \varepsilon|c^*|_2 + d = 0 \tag{14}$$

and

$$x_+(d) := \delta \frac{x_0 - Q^T c^*}{||x_0 - Q^T c^*||} \tag{15}$$

satisfies

$$x_+(d) = \arg \max\{F_{x_0}(x) : x \in \mathcal{H}(d|E_2(\delta))\}. \tag{16}$$

**Proof.** We refer the reader to [11] for the proof.

Before we state the main result of this paper, let us define the real-valued function $h : [0, 1] \to \mathbb{R}^n$ as following

$$h(\lambda) = \langle x(d + \lambda e_+ + (1 - \lambda)e_-, x_0) \rangle.$$
That is, $Qx_+(d) = d + e_+$ for some $e_+ \in E_2$. Since $m_+(x_0, d|E) = -m_+(x_0, -d|E)$ and by Proposition 2 again, we have that there is $x_+(d) \in \mathcal{H}(d|E_2(d))$ such that

$$F_{x_+}(x_+(d)) = m_+(x_0, -d|E).$$

That is, $Qx_+(-d) = -d + e'$ for some $e' \in E_2$. Therefore,

$$-x_+(d) \in \mathcal{H}(d|E_2(\delta)) \text{ and } Q(-x_+(d)) = d - e'.$$

We set $e_- = -e'$. Since $h(0) \leq m(x_0, d|E_2)$ and $h(1) \geq m(x_0, d|E_2)$, we can solve the linear equation above to find $\lambda_0$ such that $h(\lambda_0) = m(x_0, d|E_2(\delta))$. Consequently, that value is given by

$$\lambda_0 = \frac{m(x_0, d|E_2) - (G^{-1}(d + e_-, Qx_0))}{(G^{-1}(e_+ - e_-), Qx_0)}.$$ 

The above proposition can be easily used for a practical computation of a function representation from midpoint algorithm. In the next section, we will describe some numerical experiments in learning the value of a function and also present a function representation of a learned function. We also compare our results to the regularization method which is the standard method in learning value of a function.

### III. Numerical Experiments

As discussed in the introduction and review of Hide, we conducted an experiment to compare the regularization method and our midpoint algorithm. We will show a function representation of a learned function by using our main goal results that we obtained from section 2.

Let $H$ be a reproducing kernel Hilbert space over real numbers (RKHS). Given any set of points $T = \{t_j : j \in \mathbb{N}_n\} \subseteq \mathcal{T}$ where $\mathcal{T}$ is an input set, the vector $\{x_j : j \in \mathbb{N}_n\}$ appearing in section 2 is identified with the function $\{K_{t_j} : j \in \mathbb{N}_n\}$ where $K_{t_j}(t) = K(t_j, t), j \in \mathbb{N}_n, t \in \mathcal{T}$. The Gram matrix of the function $\{K_{t_j} : j \in \mathbb{N}_n\}$ is given as $G = (K(t_j, t))_{i,j \in \mathbb{N}_n}$.

Next, we choose the exact function $g \in H$ and then compute the vector $D_g := (g(t_j) : j \in \mathbb{N}_n)$. Then, we corrupt the data by additive noise. Thus, we define $d = D_g + \epsilon$. Indeed, our problem becomes as follows. Given $t_0 \in \mathcal{T}$, we want to estimate $f(t_0)$ knowing that $||f||_K \leq \delta$ and $|d - Qf|_2 \leq \epsilon$ where $Qf := (Qf(t_j) = K(t_j, \cdot), f : j \in \mathbb{N}_n)$ and $||\cdot||_2$ is a Euclidean norm on $\mathbb{R}^n$. As we briefly described the regularization method in section 1, we give $\rho > 0$ and we choose the function which minimizes this functional over $H$ on the following

$$|d - Qf|_2 + \rho||f||_K^2.$$ 

Then, we obtain the minimizer function $f_\rho(t) = \sum_{j \in \mathbb{N}_n} c(\rho)K(t, t_j), t \in \mathcal{T}$

where $(G + \rho I)c(\rho) = d$. We define

$$|d - Qf|_2^2 = \sum_{j \in \mathbb{N}_n} (1 - \frac{\lambda_j}{\rho + \lambda_j})^2 \gamma_j^2$$

and

$$\delta^2 = ||f_\rho||_K^2 = \sum_{j \in \mathbb{N}_n} \frac{\lambda_j \gamma_j^2}{(\rho + \lambda_j)^2}$$

where $0 \leq \lambda_1 \leq \ldots \leq \lambda_n$ are the eigenvalues of the Gram matrix $G$ corresponding to the orthonormal eigenvectors $w^j : j \in \mathbb{N}_n$ and $d = \sum_{j \in \mathbb{N}_n} \gamma_j w^j$.

As we want to compare the regularization method to the midpoint algorithm, we then define the interval of uncertainty

$$I(t_0, \epsilon, \delta_0) = \{f(t_0) : |d - Qf|_2 \leq \epsilon, ||f||_K \leq \delta_0\}.$$ 

Clearly, $f_\rho(t_0)$ in $I(t_0, \epsilon, \delta_0)$. However, the hyperellipsed $H_2(d|E(\delta_0))$ consists of only one point, namely $f_\rho$. To prove this, choose any $h \in H_2(d|E(\delta_0))$. This means that

$$||h||_K^2 \leq ||f_\rho||_K^2 = \delta_0$$

and

$$|d - Qh|_2^2 \leq |d - Qf_\rho|_2^2 + ||f_\rho||_K^2.$$ 

Consequently, we have that

$$|d - Qh|_2^2 + \rho ||h||_K^2 \leq |d - Qf_\rho|_2^2 + ||f_\rho||_K^2.$$ 

If $f_\rho$ is unique minimizer of $R_\rho$, then $h = f_\rho$.

Since, the interval of uncertainty for the feature $F_{t_0}$ is defined as

$$I(t_0, d|E_2) = \{F_{t_0}(x) : x \in H(d|E_2)\}$$

which is closed and bounded. We also define the interval in $\mathbb{R}$ by

$$I(t_0, d|E_2) = [m_-(t_0, d|E_2), m_+(t_0, d|E_2)]$$

where

$$m_+(t_0, d|E_2) := \max\{F_{t_0}(x) : x \in H(d|E_2)\}$$

and

$$m_-(t_0, d|E_2) := \min\{F_{t_0}(x) : x \in H(d|E_2)\}.$$ 

We obtain

$$m_-(t_0, d|E_2) = -m_+(t_0, -d|E_2).$$ 

Consequently, a center of the above interval is

$$m(t_0, d|E_2) = \frac{m_+(t_0, d|E_2) - m_+(t_0, -d|E_2)}{2}.$$ 

For the computation $m_+(t_0, d|E_2)$, we use the program $f_{\text{minunc}}$ in the optimization toolbox of MATLAB 7.3.0 [8]. Therefore, our strategy in comparing the regularization and midpoint estimator, is to consider a bigger value of $\epsilon$ and $\delta$. We choose $\epsilon = \epsilon_0$ and $\delta > \delta_0$ as we report an important result for the choice of $\delta$ in section II. In order to establish a function representation from midpoint algorithm, we know that the learned function has the form of representer theorem (2). We then compute the coefficients in equation (2) that we obtain from the midpoint algorithm by using the following expression:

$$h(\lambda) = (t(d + \lambda e_+ + (1 - \lambda)e_-, t_0)$$
where
\[
\lambda_0 = \frac{m(t_0, d|E_2) - (G^{-1}(d + e_-), Qt_0)}{(G^{-1}(e_+ - e_-), Qt_0)}.
\]
Therefore, a function representation can be written in the form of the representer theorem as
\[
t(d + e_0) = Q^TG^{-1}(d + \lambda_0e_+ + (1 - \lambda_0)e_-).
\]

A. Experiment

For the experiment, we use the Gaussian kernel on \(\mathbb{R}\). Specifically, we choose
\[
K(t, s) = K_s(t) = \exp(-\frac{(t - s)^2}{2}) \quad t, s \in \mathbb{R}
\]
and the function \(g\) is chosen to be
\[
g(t) = 2K_{1.8}(t) + K_{3.3}(t) - K_{1.2}(t).
\]
The set \(T\) consists of 10 equally spaced points given by the formula \(t_j = 1, t_{j+1} = t_j + 0.5\) and for all \(j \in \mathbb{N}_9\). We then generate the data vector \(d = (d_j : j \in \mathbb{N}_{10})\) by setting \(d_j = g(t_j) + e_j, j \in \mathbb{N}_{10}\), where the error vector \(e\) is generated randomly from a uniform distribution and given by the formula
\[
e_{1+j} = (-1)^j 0.00207, e_{2+j} = (-1)^j 0.00607, e_{3+j} = (-1)^j 0.0063, e_{4+j} = (-1)^j 0.0037, e_{5+j} = (-1)^j 0.00575, j = 0, 5.
\]

**TABLE I**

The maximum value of \(\delta_s\) for the range of the regularization parameter \(\rho\)

<table>
<thead>
<tr>
<th>(\rho)</th>
<th>(\delta_s)</th>
<th>(\Lambda')</th>
<th>maximum</th>
<th>(\delta_{max})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10^{-6})</td>
<td>1.97393</td>
<td>0.2506</td>
<td>4.5999</td>
<td>2.15</td>
</tr>
<tr>
<td>(10^{-4})</td>
<td>1.94015</td>
<td>0.7045</td>
<td>5.2487</td>
<td>2.34</td>
</tr>
<tr>
<td>(10^{-3})</td>
<td>1.93651</td>
<td>1.2334</td>
<td>5.9426</td>
<td>2.44</td>
</tr>
<tr>
<td>(10^{-2})</td>
<td>1.92959</td>
<td>19.3955</td>
<td>26.1935</td>
<td>5.12</td>
</tr>
<tr>
<td>(10^{-1})</td>
<td>1.85888</td>
<td>1016.1</td>
<td>1040.5</td>
<td>32.23</td>
</tr>
<tr>
<td>1</td>
<td>1.48779</td>
<td>46251</td>
<td>4.6392 \times 10^4</td>
<td>215.39</td>
</tr>
<tr>
<td>2</td>
<td>1.23694</td>
<td>120772</td>
<td>1.2099 \times 10^5</td>
<td>347.84</td>
</tr>
</tbody>
</table>

To find a function representation from our inaccurate data, we choose \(\delta\) that satisfy equation (8) then \(M\) in Theom 3 is smallest subset of \(M\) which is contained the best estimator of \(< x, x_q >\) when \(x \in H_2(d|\delta E_2)\). Table I shows the choices of \(\delta\) in the different values of regularization parameters \(\rho\). This table shows the minimum and maximum values of \(\delta\) For midpoint algorithm, for example, we consider the value of a function in the case that \(\rho = 10^{-5}\). From section II, we then obtain that \(H_2(d|\delta E_2) \neq \emptyset\) if and only if \(\delta > 1.97393\). We also show that \(M \subseteq H_2(d|\delta E_2) \neq \emptyset\) if and only if \(\delta > 2.15\) as shown in table I.

We shall estimate the value of a function at \(f(2.7)\) where \(f\) is unknown function in the Hilbert space corresponding to the Gaussian kernel. The result of the computation is indicated by using \(\varepsilon = \varepsilon(\rho)\) and \(\delta > \delta(\rho)\) with different values of the regularization parameter \(\rho\). Our computation indicates that the midpoint algorithm provides a better result than the regularlization approach \((f_\rho(2.7))\) to the exact value of \(g(2.7) = 1.8466\) (see table II).

For the purpose of establishing a function representation from the regularization method and the midpoint algorithm, the learned function has the form of representer theorem:
\[
f_\rho(t) = \sum_{j \in \mathbb{N}_n} c(\rho)_j K(t_j, t), \quad t \in \mathbb{T}.
\]

Our computation shows that the choice of the coefficients in the above equation are generally different from those obtained from both methods as shown in table III. For midpoint estimator, after we increase value of \(\delta\), the coefficients are close to the same value.

The function representations from the regularization method and the midpoint algorithm compared to the exact function are shown in figures 1 and 2. Our computation indicates that the midpoint estimators for the regularization parameters \(\rho = 10^{-5}\) and \(\rho = 2\) give a better choice of
function approximation than the regularization estimator. As we see from figures 1 and 2, the function representation that we obtain from the midpoint algorithm with different values of $\delta$ is close to the same function.

Figures 3 and 4 show the value of a function obtained from midpoint algorithm with different values of regularization parameter. We simulate the result in the range of delta as shown in table 1. From these two figures indicate that the value of a function tend to the same value when the value of $\delta$ increased.

IV. CONCLUSION

In this paper, some basic facts of the Hypercircle Inequality were provided. The function representation from midpoint algorithm was presented in section 2. In section 3, we presented a numerical experiment to present a function representation from midpoint algorithm. Our computation indicated that the midpoint algorithm on the learning tasks provided, at least in our computational numerical experiments, better results than the regularization approach.
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